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SUMMARY
Theoretical literature in finance has shown that the risk of financial time series can be well quantified by their expected shortfall, also known as the tail value-at-risk. In this paper, I construct a parametric estimator for the expected shortfall based on a flexible family of densities, called the asymmetric power distribution (APD). The APD family extends the generalized power distribution to cases where the data exhibits asymmetry. The first contribution of the paper is to provide a detailed description of the properties of an APD random variable, such as its quantiles and expected shortfall. The second contribution of the paper is to derive the asymptotic distribution of the APD maximum likelihood estimator (MLE) and construct a consistent estimator for its asymptotic covariance matrix. The latter is based on the APD score whose analytic expression is also provided. A small Monte Carlo experiment examines the small sample properties of the MLE and the empirical coverage of its confidence intervals. An empirical application to four daily financial market series reveals that returns tend to be asymmetric, with innovations which cannot be modeled by either Laplace (double-exponential) or Gaussian distribution, even if we allow the latter to be asymmetric. In an out-of-sample exercise, I compare the performances of the expected shortfall forecasts based on the APD-GARCH, Skew-t-GARCH and GPD-EGARCH models. While the GPD-EGARCH 1% expected shortfall forecasts seem to outperform the competitors, all three models perform equally well at forecasting the 5% and 10% expected shortfall. Copyright © 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION
What is the tail behavior of financial time series, and in particular whether we can quantify it, is a question of fundamental importance in risk management. Ultimately, this question cannot be answered without having an appropriate measure of risk. This paper focuses on a particular risk measure—called the expected shortfall—which has gained considerable interest in the financial community. In financial terms, the expected shortfall—also known as the tail value-at-risk (tail-VaR) or ($\alpha$-risk)—represents the tail-loss in the market value of a given portfolio, over a given time horizon. In mathematical terms, the expected shortfall is the expected value of (minus) the difference between the portfolio’s return and its $\alpha$-quantile, conditional on this difference being negative.

There exists a long-standing literature on risk assessment in economic models, some of which has emphasized the importance of the expected shortfall for the purposes of risk measurement. Examples include decision-theoretic models of choice under uncertainty (see Feldstein, 1969; Hanoch and Levy, 1969; Bawa, 1978) or models of optimal portfolio choice (see Markowitz,
1952; Feldstein, 1969; Bawa and Lindenberg, 1977; Bawa, 1978). More recently, there has been interest in the axiomatic foundations of expected shortfall. Those have been established in papers by Artzner et al. (1999) and Follmer and Schied (2002). Finally, the important work by Bassett et al. (2004) provided the link between the Choquet expected utility theory and the expected shortfall, thus grounding it within the decision-theoretic framework of models of choice under uncertainty.

Unsurprisingly, the econometrics literature on this popular risk measure has been rapidly growing. Current work offers a variety of approaches to the expected shortfall estimation, ranging from fully parametric (see Aas and Haff, 2006), to semi-parametric (see McNeil and Frey, 2000; Bassett et al., 2004), and nonparametric (see Scaillet, 2004; Chen, 2005; Fermanian and Scaillet, 2005; Scaillet, 2005). Despite a strong appeal of the semi- and nonparametric methods—as they make weak assumptions about the true data-generating process—their difficulty lies in the ability to estimate the expected shortfall variance. Indeed, Bassett et al.’s (2004) semi-parametric estimator of the expected shortfall can be viewed as a by-product of a standard quantile regression (see Koenker and Bassett, 1978). As such, it inherits all of the difficulties related to the consistent estimation of the asymptotic covariance matrix, typically found in the quantile regression literature (see Buchinsky, 1995; Fitzenberger, 1997; Komunjer, 2005).

In this paper, I construct a fully parametric estimator of the expected shortfall. As already pointed out, the main advantage of this approach over the semi- or nonparametric approaches is that it allows the expected shortfall models not only to be estimated but also easily tested for. Its main drawback, on the other hand, is to impose strong constraints on the shape of the density of interest, and in particular on the distribution tails. For example, a double-exponential (Laplace) assumption forces the density tails to decay exponentially, while a Gaussian assumption implies exponential square decay. Hence, a desirable feature of a fully parametric approach is to be based on a flexible family of densities.\(^1\) Such a family should generalize most commonly used benchmarks, e.g. Gaussian and Laplace, be sufficiently flexible to generate the range of shapes that are of interest in financial applications, e.g. skewness and heavy tails, be of closed form and sufficiently parsimonious to facilitate estimation and testing.

Previous literature contains many flexible distributions that satisfy most of the above features: (1) stable distributions, Pearson family or Tukey-\(\lambda\) family generate a broad range of skewness and kurtosis values, but do not have closed form density functions, hence cannot be estimated via maximum likelihood methods. Particularly interesting flexible densities are obtained as generalizations of Student-\(t\) density: (2) a generalized \(t\)-distribution and a skewed \(t\)-distribution (see Hansen, 1994; Fernandez and Steel, 1998; Giot and Laurent, 2004; Patton, 2004; Kuester et al., 2006; Paolella, 2006). They allow for skewness and excess kurtosis and are parsimonious. In general, however, those densities are not log-concave. The generalized \(t\)-distribution becomes so as its number of degrees of freedom tends to infinity, in which case it reduces to (3) a generalized power distribution (GPD).\(^2\) This family allows for a flexible tail-decay parameter but does not allow for any asymmetry in the data, which can potentially affect the precision of the corresponding expected shortfall estimates. This drawback is particularly severe in the context of financial return time series, which are known to have nonzero skewness.

\(^1\)The use of flexible parametric forms in order to avoid the disadvantages of nonparametric inference has already been advocated by the literature on partially adaptive estimation, for example (see McDonald and Newey, 1988; McDonald 1991, 1997).

\(^2\)Also known as the exponential power distribution (EPD) or the generalized error distribution (GED). For the limit result on the generalized \(t\)-distribution see Johnson et al. (1994, p. 422).
I address the above issues by examining a particular family of distributions that combine the flexible tail decay property of the GPD with the asymmetry. I call this family an asymmetric power distribution (APD) family of densities. While some of the properties of the APD densities—such as their moments, for example—have already been studied in the literature (see Fernandez et al., 1995; Ayebo and Kozubowski, 2003) little attention has been devoted to their risk-related characteristics, such as their quantiles or expected shortfalls.

The first contribution of this paper is to complete the existing results by deriving analytic expressions of the APD quantiles and expected shortfalls. Its second contribution is to develop the asymptotic theory for maximum likelihood estimators (MLEs) of the APD parameters. To the best of my knowledge, the current literature does not provide complete estimation results for the distribution families similar to the APD. I fill this gap by showing that the APD MLE is consistent and asymptotically normal with an asymptotic covariance matrix which equals the inverse of the Fisher information matrix. I moreover construct a consistent estimator of this asymptotic covariance matrix based on the APD score, whose analytic expression I derive in the paper. In particular, this paper provides estimators for the expected shortfalls and their standard errors which are easy to compute.

The remainder of the paper is organized as follows. Section 2 gives a formal definition of an APD density and studies basic properties of random variables which are APD distributed. In Section 3, I derive an analytic expression for the expected shortfall of an APD random variable. Section 4 discusses the simulation of an APD random variable and the maximum likelihood estimation of its parameters. Finally, Section 5 gives an empirical application to several daily financial return series and concludes the paper. Appendix A contains useful lemmas whose proofs can be found in a technical appendix available on the journal’s website. Appendix B contains the proofs of the propositions stated in the text.

2. DEFINITION AND BASIC PROPERTIES

The family of distributions studied in this paper combines the flexible tail decay property of the GPD family, measured by a parameter denoted \( \lambda \), with the asymmetry, quantified by a parameter \( \alpha \), \( 0 < \alpha < 1 \). Hence, it can be viewed as a generalization of the GPD family—which corresponds to the special symmetric case \( \alpha = 1/2 \)—to a broader class of densities that are possibly asymmetric. I therefore call it the asymmetric power distribution (APD) family of densities. A formal definition of a probability density function (pdf) of an APD random variable is as follows.

**Definition 1 (APD pdf):** Consider a function \( f : \mathbb{R} \rightarrow \mathbb{R}_+^*, u \mapsto f(u) \) such that

\[
    f(u) = \begin{cases} 
        \frac{\delta_{\alpha,\lambda}^{1/\lambda}}{\Gamma(1+1/\lambda)} \exp\left( -\frac{\delta_{\alpha,\lambda}^{1/\lambda}}{\alpha^\lambda} |u|^{\lambda} \right), & \text{if } u \leq 0, \\
        \frac{\delta_{\alpha,\lambda}^{1/\lambda}}{\Gamma(1+1/\lambda)} \exp\left( -\frac{\delta_{\alpha,\lambda}^{1/\lambda}}{(1-\alpha)^\lambda} |u|^{\lambda} \right), & \text{if } u > 0 
    \end{cases}
\]

where \( 0 < \alpha < 1, \lambda > 0 \) and \( \delta_{\alpha,\lambda} = \frac{2\alpha^\lambda (1-\alpha)^\lambda}{\alpha^\lambda + (1-\alpha)^\lambda} \). The function \( f(\cdot) \) thus defined is a probability density function and any random variable \( U \) with density \( f(\cdot) \) is called standard APD.
It is easy to verify that: (i) \( \forall u \in \mathbb{R}, \ f(u) \geq 0, \) and (ii) \( \int_{\mathbb{R}} f(u)du = 1, \) which ensure that \( f(\cdot) \) is a probability density.\(^3\) The function \( f(\cdot) \) is moreover continuously differentiable on \( \mathbb{R}^*. \) The parameter \( \nu \) controls the tail decay whereas \( \alpha \) measures the degree of asymmetry.

Note that the probability density in equation (1) can be viewed as a reparametrization of the skewed exponential power distribution (SEPD) proposed by Fernandez et al. (1995) or of its generalized version—asymmetric exponential power distribution (AEPD)—proposed by Ayebo and Kozubowski (2003).\(^4\) For example, if \( V \) has a standard SEPD density with shape parameters \( \gamma = [\alpha^{-1}(1-\alpha)]^{1/2} \) and \( q = \lambda, \) then \([\alpha(1-\alpha)]^{1/2}(2\delta_{\alpha,\lambda})^{-1/\lambda}V\) has the standard APD density with shape parameters \( \alpha \) and \( \lambda.\) While in the parametrizations of SEPD and AEPD, the parameters controlling asymmetry \((\gamma \) and \( \kappa = 1/\gamma \) respectively) have no immediate interpretation, in the APD representation the asymmetry parameter \( \alpha \) corresponds to the probability that \( U \) be lower than its mode—zero. In other words, under the APD density parametrization (1), \( \alpha \) is the portion of the probability mass under \( f(\cdot) \) that is left from the mode of \( U.\) Hence departures of \( \alpha \) from a half directly account for the extent of asymmetry in \( f(\cdot).\)

When \( \alpha \) equals one half, the APD pdf defined in equation (1) is symmetric around zero. In this important special case \( f(\cdot) \) reduces to the standard GPD density.\(^5\) The GPD family, indexed by a single parameter \( \lambda, \) includes distributions that change gradually from short-tailed distributions, for \( \infty > \lambda \geq 2, \) to fat-tailed ones, when \( 2 > \lambda > 0, \) as the exponent \( \lambda \) decreases. Special cases of the GPD include: uniform \((\lambda = \infty), \) Gaussian \((\lambda = 2)\) and Laplace \((\lambda = 1)\) distributions.

When \( \alpha \) is different from one half, the APD pdf is asymmetric. Special cases \( \lambda = 1 \) and \( \lambda = 2 \) have already been studied in the literature. They correspond to the asymmetric Laplace distribution,\(^6\) obtained when \( \lambda = 1, \) and the two-piece normal distribution,\(^7\) obtained when \( \lambda = 2.\) The original motivation for introducing such distributions was mainly to generalize the simple Laplace (double exponential) and Gaussian cases to situations in which the two halves of the distribution have different averages. Figure 1 plots the standard APD density for fixed values of the tail parameter \( \lambda.\)

One can easily generalize the APD family in order to accommodate for different location and scale parameters, by using the location-scale property of the pdf \( f(\cdot) \) in equation (1). For given values of \( \alpha \) and \( \lambda, \) such that \( 0 < \alpha < 1 \) and \( \lambda > 0, \) let \( X \) be an APD random variable defined as

\[
X = \theta + \phi U
\]

\(^3\) Note that \( 0 < 2\alpha^2(1-\alpha)^2 < 2\alpha^2 + (1-\alpha)^2 = \alpha^2 + (1-\alpha)^2, \) so \( 0 < \delta_{\alpha,\lambda} < 1.\)

\(^4\) The density of a standard SEPD random variable is given by

\[
f(u) = \begin{cases} 
  c \exp\left[-\frac{1}{2}(|u|)^\gamma\right], & \text{if } u \leq 0, \\
  c \exp\left[-\frac{1}{2}(|u|)^\nu\right], & \text{if } u > 0
\end{cases}
\]

where \( \gamma, \nu > 0 \) and \( c^{-1} = 2^{1/\gamma} \Gamma(1+1/\gamma)(\gamma + 1/\gamma) \) (see Fernandez et al., 1995, Kotz et al., 2001, p. 271). AEPD density—with location parameter equal to zero—is simply obtained from the expression above by letting \( \kappa = 1/\gamma \) and replacing \( 2^{1/\gamma} \) (respectively \( 2 \)) with a scale parameter \( \sigma > 0 \) (respectively \( \sigma^2 \)) (see Ayebo and Kozubowski, 2005).


\(^7\) See Johnson et al. (1994, pp. 173, 190).
with a location parameter \( \theta, \theta \in \mathbb{R} \), and a positive scale \( \phi, \phi > 0 \), so that \( X \) has density
\[ f_X(\cdot), \quad f_X(x) = \phi^{-1} f(\phi^{-1}[x - \theta]) \]
for any \( x \in \mathbb{R} \), where \( f(\cdot) \) is as defined in equation (1). In the most general case, then, the APD density \( f_X(\cdot) \) depends on four parameters \( \alpha, \lambda, \theta \) and \( \phi \), with \( 0 < \alpha < 1, \lambda > 0, \theta \in \mathbb{R} \) and \( \phi > 0 \). In Appendix A, I provide the expressions for the cumulative distribution function (cdf) \( F(\cdot) \) of a standard APD random variable \( U \) and its quantile function \( F^{-1}(\cdot) \). The expressions for the cdf \( F_X(\cdot) \) of \( X \) and its inverse \( F_X^{-1}(\cdot) \) are then easily obtained from \( F_X(x) = F(\phi^{-1}[x - \theta]) \), for any \( x \in \mathbb{R} \), and \( F_X^{-1}(v) = \theta + \phi^{-1} F^{-1}(v) \), for any \( v \in (0, 1) \).

An interesting property of any APD random variable \( X \), resulting from the expressions of \( F_X(\cdot) \) and its inverse, is that \( \alpha = F_X(\theta) \). In other words, the probability \( \alpha \) is such that the mode \( \theta \) of the APD density \( f_X(\cdot) \) corresponds exactly to the \( \alpha \)-quantile of \( X \). For example, in the symmetric case where \( \theta \) is the median of \( X \), the probability \( \alpha \) equals one half.

In financial applications, the APD variable of interest \( \epsilon \) is often standardized: \( E(\epsilon) = 0 \) and \( \text{var}(\epsilon) = 1 \). In this case, the pdf of \( \epsilon \), denoted \( f_\epsilon(\cdot) \), is given by
\[ f_\epsilon(z) = \begin{cases} \frac{\lambda}{\mu} \frac{\Gamma(2/\lambda)}{\Gamma(1/\lambda)^2} \exp \left[ - \left( \frac{\Gamma(2/\lambda)}{\alpha \Gamma(1/\lambda)} \right)^{\lambda} \frac{z}{\mu} + 1 - 2\alpha |z|^\lambda \right], & \text{if } z \leq -(1 - 2\alpha)\mu, \\ \frac{\lambda}{\mu} \frac{\Gamma(2/\lambda)}{\Gamma(1/\lambda)^2} \exp \left[ - \left( \frac{\Gamma(2/\lambda)}{(1-\alpha) \Gamma(1/\lambda)} \right)^{\lambda} \frac{z}{\mu} + 1 - 2\alpha |z|^\lambda \right], & \text{if } z > -(1 - 2\alpha)\mu \end{cases} \]
where \( 0 < \alpha < 1, \lambda > 0 \) and \( \mu \) is a positive constant defined as \( \mu = \Gamma(2/\lambda)(\Gamma(3/\lambda)\Gamma(1/\lambda)[1 -\)

Figure 1. APD density: \( X = u \) and \( Y = f(u) \) for \( \alpha = 0.1, 0.2, 0.3, 0.5 \) and \( \lambda = 0.7, 1, 2, 4 \)
3α + 3α²] - Γ(2/λ)²[1 - 2α]²⁻¹/². The above quantity $-(1 - 2α)μ$ corresponds to the $α$-quantile of the random variable $ε$, i.e. $F_ε^{-1}(-(1 - 2α)μ) = α$, where $F_ε(·)$ is the cdf of $ε$. Note that in the special case $α = 1/2$, the density $f_ε(·)$ reduces to the standardized GPD density, $f_ε(z) = [λ/(ΔΓ(1/λ)2^{1+1/λ})]exp[-|z/Δ|^κ/2]$, for $z ∈ ℝ$, where $Δ = [2^{-2/λ}Γ(1/λ)/Γ(3/λ)]^{1/2}$.

3. EXPECTED SHORTFALL

I now turn to the study of moments and moment related parameters of an APD random variable. Expressions for non-centered moments of the standard APD random variable are given by

For example, the mean and variance of $U$ are given by

$$E(U) = \frac{Γ(2/λ)}{Γ(1/λ)}[1 - 2α]δ_{α,λ}^{-1/λ},$$

$$\text{var}(U) = \frac{Γ(3/λ)Γ(1/λ)[1 - 3α + 3α²] - Γ(2/λ)²[1 - 2α]²}{[Γ(1/λ)]²}δ_{α,λ}^{-2/λ}.$$

Table I. Moments of a standard APD random variable $U$

<table>
<thead>
<tr>
<th>$λ$</th>
<th>Symmetric case $α = 1/2$</th>
<th>General case $0 &lt; α &lt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$λ &gt; 0$</td>
<td>$E(U) = 0$</td>
<td>see Lemma 4</td>
</tr>
<tr>
<td></td>
<td>$\text{var}(U) = \frac{Γ(3/λ)}{Γ(1/λ)}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\text{sk}(U) = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\text{ku}(U) = \frac{Γ(5/λ)Γ(1/λ)}{[Γ(3/λ)]²}$</td>
<td></td>
</tr>
<tr>
<td>$λ = 1$</td>
<td>$E(U) = 0$</td>
<td>$E(U) = (1 - 2α)\frac{1}{2α(1 - α)}$</td>
</tr>
<tr>
<td></td>
<td>$\text{var}(U) = 2$</td>
<td>$\text{var}(U) = \frac{2[1 - α]² + α²}{2α(1 - α)²}$</td>
</tr>
<tr>
<td></td>
<td>$\text{sk}(U) = 0$</td>
<td>$\text{sk}(U) = (1 - 2α)\frac{2(α² - α + 1)}{[(1 - α)² + α²]^{1/2}}$</td>
</tr>
<tr>
<td></td>
<td>$\text{ku}(U) = 6$</td>
<td>$\text{ku}(U) = 3 \left{ 3 - \frac{2α(1 - α)}{(1 - α)² + α²} \right}$</td>
</tr>
<tr>
<td>$λ = 2$</td>
<td>$E(U) = 0$</td>
<td>$E(U) = -(1 - 2α)\frac{\sqrt{(1 - α)² + α²}}{2πα(1 - α)}$</td>
</tr>
<tr>
<td></td>
<td>$\text{var}(U) = \frac{12πα²(1 - α)²}{(3π - 8)(3α² - 3α + 1) + 2[(1 - α)² + α²]}$</td>
<td>$\text{var}(U) = \frac{[(3π - 8)(3α² - 3α + 1) + 2][(1 - α)² + α²]}{12πα²(1 - α)²}$</td>
</tr>
<tr>
<td></td>
<td>$\text{sk}(U) = 0$</td>
<td>$\text{sk}(U) = -(1 - 2α)\frac{\sqrt{54[(5π - 16)(5α² - 5α + 1) - 4]]}}{3[2 + (3π - 8)(3α² - 3α + 1)]^{1/2}}$</td>
</tr>
<tr>
<td></td>
<td>$\text{ku}(U) = 3$</td>
<td>$\text{ku}(U) = \frac{9[(15π² + 16π - 192)(5α² + 10α² + 10α² - 5α + 1)]}{3[2 + (3π - 8)(3α² - 3α + 1)]^{1/2}} - \frac{5[9(5π - 24)(4α² - 4α + 1) - π + 12]}{3[2 + (3π - 8)(3α² - 3α + 1)]^{1/2}}$</td>
</tr>
</tbody>
</table>

8 When $α = 1/2$, $μ = Γ(2/λ)/[4Γ(3/λ)Γ(1/λ)]^{1/2}$ and $Δ = μ2^{1+1/λ}Γ(2/λ)/Γ(1/λ)$ (see Nelson, 1991).

9 Note that $U$ is also an AEPD random variable with shape $λ$, location 0, scale $σ = \left\{ 2α² + (1 - α)³ \right\}^{1/λ}$ and skewness parameter $κ = \left\{ \frac{1 - α}{α} \right\}^{1/λ}$ (see Ayebo and Kozubowski, 2003).
When $\alpha = 1/2$ and $\lambda > 0$, the random variable $U$ has the GPD density. In the asymmetric Laplace case, obtained when $0 < \alpha < 1$ and $\lambda = 1$, the third and fourth centered moments $U$ are bounded: $-2 \leq \text{sk}(U) \leq 2$ and $6 \leq \text{ku}(U) \leq 9$. Note that the bounded values for $\text{sk}(U)$ and $\text{ku}(U)$ make the asymmetric Laplace distribution not well suited for financial applications, in which it is often the case that the series of interest exhibit non-zero skewness and high values of kurtosis. In the symmetric case $\alpha = 1/2$, the random variable $U$ is standard Laplace and we obtain the well-known results: $E(U) = 0$, $\text{var}(U) = 2$, $\text{sk}(U) = 0$ and $\text{ku}(U) = 6$. Figure 2 plots the first four moments of a standard APD random variable $U$. Expressions for different centered moments of $X$ follow directly from equation (15).

I now turn to an important moment-related parameter of the standard APD random variable $U$ with shape parameters $\alpha, 0 < \alpha < 1$, and $\lambda, \lambda > 0$, which is its $\alpha$-expected shortfall, denoted $ES(\alpha)$. For any probability level $\alpha, 0 < \alpha < 1$, $ES(\alpha)$ is defined as

$$ES(\alpha) = E[q - U | U \leq q]$$

where $\overline{q}$ corresponds to the $\alpha$-quantile of $U$, i.e. $\overline{q} = F^{-1}(\alpha)$ and $F(\cdot)$ is the cdf of $U$. In other words, $ES(\overline{\alpha})$ is the expected value of the loss $(\overline{q} - U)$ conditional on this loss being positive.

Figure 2. Moments of a standard APD random variable: $0 < \alpha < 1$, $\lambda = .7, 1, 2, 4$

10 For the moments of a GPD random variable see Johnson et al. (1994, pp. 194–195) and Kotz et al. (2001, p. 219).
i.e. conditional on \( U \) being lower than its \( \bar{\alpha} \)-quantile \( \bar{q} \). In the following proposition, I derive the analytic expression for the \( \bar{\alpha} \)-expected shortfall of \( U \).

**Proposition 1 (Expected Shortfall):**  For any probability \( \bar{\alpha} \) smaller than \( \alpha, 0 < \bar{\alpha} \leq \alpha \), the \( \bar{\alpha} \)-expected shortfall of the standard APD random variable \( U \), \( ES(\bar{\alpha}) \), is given by

\[
ES(\bar{\alpha}) = \frac{\alpha}{\bar{\alpha}} \frac{\Gamma(2/\lambda)}{\delta_{\alpha, \lambda}^{1/\lambda} \Gamma(1/\lambda)} \left[ 1 - I \left( \frac{I^{-1} \left( 1 - \frac{\bar{\alpha}}{\alpha}, 1/\sqrt{2} \right)}{\sqrt{2}}, 2/\lambda \right) \right] + \bar{q}
\]

(7)

where \( \bar{q} \) is the \( \bar{\alpha} \)-quantile of \( U \), \( \bar{q} = \left[ \frac{\alpha \sqrt{\lambda}}{\delta_{\alpha, \lambda}} \right]^{1/\lambda} \) \( \left[ I^{-1} \left( 1 - \bar{\alpha}/\alpha, 1/\lambda \right) \right]^{1/\lambda} \) when \( \bar{\alpha} \leq \alpha, I(x, \gamma) \) is Pearson’s incomplete gamma function, \( I(x, \gamma) = [\Gamma(\gamma)]^{-1} \int_0^x \gamma \Gamma^{\gamma-1} \exp(-t) \, dt \), \( I^{-1}(y, \gamma) \) is its inverse and the constant \( \delta_{\alpha, \lambda} \) is as in Definition 1. When \( \bar{\alpha} > \alpha > 0 \), the \( \bar{\alpha} \)-expected shortfall of \( U \) equals

\[
ES(\bar{\alpha}) = \frac{\alpha}{\bar{\alpha}} \frac{\Gamma(2/\lambda)}{\delta_{\alpha, \lambda}^{1/\lambda} \Gamma(1/\lambda)} - \frac{(1 - \alpha)}{\alpha} \frac{\Gamma(2/\lambda)}{\delta_{\alpha, \lambda}^{1/\lambda} \Gamma(1/\lambda)} \left[ I^{-1} \left( \frac{1 - \frac{1 - \bar{\alpha}}{1 - \alpha}}{1 - \alpha}, 1/\lambda \right) \right] \left[ I^{-1} \left( 1 - \frac{1 - \bar{\alpha}}{1 - \alpha}, 1/\sqrt{2} \right) \right] + \bar{q}
\]

(8)

where \( \bar{q} \) is the \( \bar{\alpha} \)-quantile of \( U \), \( \bar{q} = \left[ \frac{(1 - \alpha) \sqrt{\lambda}}{\delta_{\alpha, \lambda}} \right]^{1/\lambda} \) \( \left[ I^{-1} \left( 1 - (1 - \bar{\alpha})/(1 - \alpha), 1/\lambda \right) \right]^{1/\lambda} \) when \( \bar{\alpha} > \alpha \).

In Figures 3 and 4, I plot the \( \bar{\alpha} \)-expected shortfall of a standard APD random variable \( U \) with different shape parameters \( \alpha \) and \( \lambda \) as functions of the probability \( \bar{\alpha} \). It is interesting to note that, unlike the quantile function \( \bar{\alpha} \mapsto \bar{q} = F^{-1}(\bar{\alpha}) \), the function \( \bar{\alpha} \mapsto ES(\bar{\alpha}) \) is not monotone on \((0, 1)\).

Taking into account the location-scale property of the pdf \( f_X(Y) \), the above results are easily transposable to any APD random variable \( X \) in equation (2). For any \( \bar{\alpha}, 0 < \bar{\alpha} < 1 \), the \( \bar{\alpha} \)-expected shortfall \( ES_X(\bar{\alpha}) \) of \( X \) (defined as the expected value of the loss \((\bar{\alpha} - X) \) conditional on \( X \) being lower than its \( \bar{\alpha} \)-quantile \( \bar{q}_X \)) equals \( ES_X(\bar{\alpha}) = \phi \phi X(\bar{\alpha}) \). As previously, one can use equations (7) and (8) to derive the expressions for the \( \bar{\alpha} \)-expected shortfall \( ES_X(\bar{\alpha}) \) of the standardized APD random variable \( \varepsilon \). We have \( ES_X(\bar{\alpha}) = \phi \varepsilon ES(\bar{\alpha}) \), with \( \phi_\varepsilon = \Gamma(1/\lambda)[\Gamma(3/\lambda)]^{1/\lambda}[(1 - 3\alpha + 3\alpha^2) - \Gamma(2/\lambda)^2(1 - 2\alpha)^2]^{-1/2}\delta_{\alpha, \lambda}^{-1/\lambda} \).

With the results of Proposition 1 in hand, I now proceed with the estimation of the \( \bar{\alpha} \)-expected shortfall. To this end, I first establish the asymptotic properties of a maximum likelihood estimator (MLE) for the APD parameters.

\[\text{(11) Note that we can write } \varepsilon = \theta_\varepsilon + \phi_\varepsilon U, \text{ where the location of } \varepsilon \text{ equals } \theta_\varepsilon = -(1 - 2\alpha)\mu \text{ and its scale is } \phi_\varepsilon = \Gamma(1/\lambda)[\Gamma(2/\lambda)]^{-1/\lambda} \delta_{\alpha, \lambda}^{1/\lambda} \mu, \text{ with } \mu \text{ as in Lemma 3.}\]
4. SIMULATION AND MAXIMUM LIKELIHOOD ESTIMATION

In this section I discuss two problems: (1) how to simulate a random variable which is APD distributed; and (2) how to estimate its true parameters. These problems often arise together in Monte Carlo studies, for example.

Similar to the GPD case, random variates from the APD family can be obtained by direct transformation of gamma variates (see Johnson, 1979). For given values of $\alpha$ and $\lambda$, $0 < \alpha < 1$ and $\lambda > 0$, the method for generating standard APD random variates is as follows: (1) generate a gamma variate $W$ with shape parameter $1/\lambda$ and pdf $f_W(w) = \Gamma(1/\lambda)^{-1}w^{1/\lambda-1}\exp(-w)$; (2) divide $W$ by $\delta_{\alpha,\lambda}$ and raise to $1/\lambda$ power, thus obtaining $V = (W/\delta_{\alpha,\lambda})^{1/\lambda}$; (3) generate a random sign variable $S$ equal to $+1$ with probability $(1 - \alpha)$ and to $-1$ with probability $\alpha$; finally (4) let $U = -\alpha V \cdot \mathbb{I}(S \leq 0) + (1 - \alpha) V \cdot \mathbb{I}(S > 0)$. It is straightforward to show that such random variable $U$ has density $f(\cdot)$ as defined in equation (1) and is hence standard APD distributed.

Alternatively, having determined the expressions of the standard APD cdf $F(\cdot)$ and its inverse $F^{-1}(\cdot)$ in Lemmas 1 and 2, respectively, standard APD random variates can be generated by using

---

12 The function $\mathbb{I}(\cdot)$ is the standard indicator function, i.e. for any event $A$, we have $\mathbb{I}(A) = 1$ if $A$ is true and $\mathbb{I}(A) = 0$ otherwise.
an inversion method. The inversion method can be summarized as follows: (1) generate a uniform variate $V$ in $(0, 1)$; then (2) let $U = F^{-1}(V)$.

I now turn to the problem of estimating the parameters of the APD density $f_X(\cdot)$, which is a function of the asymmetry parameter $\alpha$, $0 < \alpha < 1$, the exponent $\lambda$, $\lambda > 0$, the location $\theta$, $\theta \in \mathbb{R}$, and the scale $\phi$, $\phi > 0$. Let $\beta$ denote the parameter vector, $\beta = (\alpha, \lambda, \theta, \phi)^T$. I follow the usual convention and let $\beta_0$ be the true value of $\beta$ which needs to be estimated, $\beta_0 = (\alpha_0, \lambda_0, \theta_0, \phi_0)^T$.

In this paper, I focus on the MLE for $\beta_0$, which I denote $\hat{\beta}_T$.

Recall that for any given $\alpha$ and $\lambda$, $0 < \alpha < 1$ and $\lambda > 0$, the APD random variable $X$ in equation (2) has density $f_X(\cdot)$ given by $f_X(x) = \phi^{-1} f(\phi^{-1}[x - \theta])$, for any $x \in \mathbb{R}$, where $f(\cdot)$ is as defined in equation (1). Let then $X_1, \ldots, X_T$ be a random sample from an APD distribution with density $f_X(\cdot)$ parametrized by $\beta$, and let $x_1, \ldots, x_T$ be the corresponding observations. The APD normalized log-likelihood $L_T(\beta)$, $L_T(\beta) = T^{-1} \sum_{t=1}^{T} \ln f_X(x_t|\beta)$, takes the form

$$L_T(\beta) = - \ln \phi + \frac{1}{\lambda} \ln \delta_{\alpha, \lambda} - \ln \Gamma(1 + 1/\lambda)$$

13 Note that the first simulation method requires a gamma random number generator that accepts values of the shape parameter greater than zero, while the inversion method only requires a uniform random number generator.
where $\delta_{a,\lambda}$ is as in Definition 1, i.e., $\delta_{a,\lambda} = \frac{2\alpha^2(1-\alpha)^\lambda}{\alpha^3 + (1-\alpha)^3}$.

The MLE $\hat{\beta}_T$ is obtained as a solution to the problem $\max_{\beta \in B} L_T(\beta)$ where $B$ is a compact parameter set, $B \subset (0, 1) \times (1/2, +\infty) \times \mathbb{R} \times \mathbb{R}_+$. The standard asymptotic normality results for MLEs require that the objective function $L_T(\beta)$ be twice continuously differentiable, which is not the case here. There exist, however, asymptotic normality results for non-smooth functions and I shall hereafter use the one proposed by Newey and McFadden (1994). The basic insight of their approach is that the smoothness condition on the objective function $L_T(\beta)$ can be replaced by the smoothness of its limit, which in the standard maximum likelihood case corresponds to the expectation $L_0(\beta) = E[\ln f_X(X|\beta)]$, with the requirement that certain remainder terms are small. Hence, the standard differentiability assumption is replaced by a ‘stochastic differentiability’ condition, which can then be used to show that the MLE $\hat{\beta}_T$ is consistent and asymptotically normal. This is the result of the following proposition.

**Proposition 2 (APD MLE):** Let $X_1, \ldots, X_T$ be a random sample from an APD distribution with an unknown parameter $\beta_0, \beta_0 \in \hat{B}$. Then, the MLE $\hat{\beta}_T$ of $\beta_0$ is consistent and asymptotically normal:

$$\sqrt{T}(\hat{\beta}_T - \beta_0) \overset{d}{\rightarrow} N(0, J(\beta_0)^{-1})$$

where $J(\beta)$ is the Fisher information matrix, $J(\beta) = E[(\nabla_{\beta} \ln f_X(X|\beta))\nabla_{\beta} \ln f_X(X|\beta)]$. Moreover:

$$J_T(\hat{\beta}_T)^{-1} \overset{p}{\rightarrow} J(\beta_0)^{-1}$$

where $J_T(\hat{\beta}_T) = T^{-1} \sum_{t=1}^T (\nabla_{\beta} \ln f_X(x_t|\hat{\beta}_T))\nabla_{\beta} \ln f_X(x_t|\hat{\beta}_T)$. An analytic expression of the APD score, $\nabla_{\beta} \ln f_X(X|\beta)$, is provided in Appendix A.

I study the small sample performance of the above MLE, $\hat{\beta}_T$, and of its covariance matrix estimator, $J_T(\hat{\beta}_T)^{-1}$, by conducting a Monte Carlo experiment. In particular, I study the small sample bias of $\hat{\beta}_T$ and the empirical coverage of its 95% confidence interval obtained from $J_T(\hat{\beta}_T)^{-1}$. For a given value of the true parameter $\beta_0 = (\alpha_0, \lambda_0, \theta_0, \phi_0)'$, I generate $N = 10,000$ replications of the sequence $x_1, \ldots, x_T$ from the APD random variable $X$ with density $f_X(\cdot)$.\(^{14}\)

The parameter $\alpha_0$ is taken to be equal to 0.1, 0.25 and 0.5, while $\lambda_0$ takes the values 1, 2 and 4. The parameters $\theta_0$ and $\phi_0$ are held fixed to 0 and 1, respectively, in all of the performed replications. The sample size $T$ is chosen to be 250 and 1000.\(^{15}\)

For each replicate $n$, $1 \leq n \leq N$, the true parameter $\beta_0$ is estimated by $\hat{\beta}_{T,n} = (\hat{\alpha}_{T,n}, \hat{\lambda}_{T,n}, \hat{\theta}_{T,n}, \hat{\phi}_{T,n})'$. The maximization of the APD log-likelihood $L_T(\beta)$ is done numerically by using Matlab `fmincon` built-in optimization routine. The parameter space $B$ is set to $(0, 1) \times $.

---

\(^{14}\)The simulations are performed by using a Matlab gamma random number generator with default seed values, which are obtained when the state of the Matlab pseudo-random number generator is set to zero.

\(^{15}\)Monte Carlo results for the sample sizes $T = 500, 5000$ are reported in Table IA available in the technical appendix.
(1/2, 20) × \mathbb{R} × \mathbb{R}^n.\) For each of the components of \(\hat{\beta}_{T,n}\) I compute the 95% confidence intervals, using the covariance matrix estimator \(J_T(\hat{\beta}_{T,n})^{-1}\) defined in Proposition 2. Table II reports the mean value of the MLEs, \(\hat{\beta}_T = (\hat{\alpha}_T, \hat{\lambda}_T, \hat{\varphi}_T)\) where \(\hat{\beta}_T = N^{-1} \sum_{n=1}^{N} \hat{\beta}_{T,n}\), as well as the empirical levels of the corresponding 95% confidence intervals, denoted \((p_{T,\alpha}, p_{T,\lambda}, p_{T,\varphi})\). As expected, the mean values of the Monte Carlo MLEs converge with the sample size \(T\) to the true value \(\beta_0\) in all of the configurations studied in this experiment. Also, the empirical levels of the 95% confidence intervals for \(\hat{\alpha}_{T,n}, \hat{\lambda}_{T,n}, \hat{\varphi}_{T,n}\) converge with \(T\) to their nominal coverage.

5. EMPIRICAL APPLICATION

I study four financial time series obtained from the Center for Research in Security Prices (CRSP) during a period from 2 January 1990 to 19 May 2006. These consist of daily prices \(P_t\) of two indices: S&P500 and NASDAQ; one individual security: Microsoft; and one exchange rate: British pound (BP/USD) expressed in terms of the US dollar. For each series of prices, I construct the series of log-returns, \(r_t = 100 \ln \frac{P_t}{P_{t-1}}\), which I adjust to take into account events such as stock splits on individual securities. The original data is split into two periods: an in-sample period ranging from 2 January 1990 to 31 December 2002 (\(T\) observations), which is used for estimation, and an out-of-sample period from 2 January 2003 to 19 May 2006 (\(R\) observations), used for forecasting.

Table II. MLE sample means and empirical levels (\(T = 250\) and 1000)

<table>
<thead>
<tr>
<th>(\alpha_0)</th>
<th>(\lambda_0)</th>
<th>(T)</th>
<th>(\alpha_T)</th>
<th>(\lambda_T)</th>
<th>(\theta_T)</th>
<th>(\varphi_T)</th>
<th>(p_{T,\alpha})</th>
<th>(p_{T,\lambda})</th>
<th>(p_{T,\varphi})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1</td>
<td>250</td>
<td>0.099</td>
<td>1.021</td>
<td>0.003</td>
<td>0.979</td>
<td>90.97%</td>
<td>95.52%</td>
<td>84.58%</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>250</td>
<td>0.250</td>
<td>1.019</td>
<td>0.004</td>
<td>0.997</td>
<td>91.90%</td>
<td>95.69%</td>
<td>85.30%</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>250</td>
<td>0.500</td>
<td>1.016</td>
<td>-0.001</td>
<td>0.999</td>
<td>92.04%</td>
<td>95.20%</td>
<td>83.43%</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>250</td>
<td>0.094</td>
<td>2.073</td>
<td>-0.033</td>
<td>0.930</td>
<td>91.98%</td>
<td>95.82%</td>
<td>89.99%</td>
</tr>
<tr>
<td>0.25</td>
<td>2</td>
<td>250</td>
<td>0.248</td>
<td>2.081</td>
<td>-0.003</td>
<td>0.981</td>
<td>93.68%</td>
<td>96.69%</td>
<td>93.48%</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>250</td>
<td>0.499</td>
<td>2.061</td>
<td>-0.004</td>
<td>0.982</td>
<td>94.84%</td>
<td>96.96%</td>
<td>95.00%</td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
<td>250</td>
<td>0.085</td>
<td>4.338</td>
<td>-0.111</td>
<td>0.841</td>
<td>99.34%</td>
<td>96.82%</td>
<td>83.78%</td>
</tr>
<tr>
<td>0.25</td>
<td>4</td>
<td>250</td>
<td>0.240</td>
<td>4.320</td>
<td>-0.032</td>
<td>0.947</td>
<td>92.87%</td>
<td>97.46%</td>
<td>92.29%</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>250</td>
<td>0.499</td>
<td>4.345</td>
<td>-0.003</td>
<td>0.939</td>
<td>94.52%</td>
<td>97.12%</td>
<td>94.32%</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>1000</td>
<td>0.100</td>
<td>1.005</td>
<td>0.001</td>
<td>0.996</td>
<td>94.15%</td>
<td>95.16%</td>
<td>91.52%</td>
</tr>
<tr>
<td>0.25</td>
<td>1</td>
<td>1000</td>
<td>0.250</td>
<td>1.003</td>
<td>0.000</td>
<td>0.998</td>
<td>93.32%</td>
<td>94.96%</td>
<td>92.38%</td>
</tr>
<tr>
<td>0.5</td>
<td>1</td>
<td>1000</td>
<td>0.500</td>
<td>1.002</td>
<td>-0.003</td>
<td>0.996</td>
<td>93.68%</td>
<td>95.68%</td>
<td>90.92%</td>
</tr>
<tr>
<td>0.1</td>
<td>2</td>
<td>1000</td>
<td>0.099</td>
<td>2.014</td>
<td>-0.007</td>
<td>0.986</td>
<td>94.24%</td>
<td>95.83%</td>
<td>94.86%</td>
</tr>
<tr>
<td>0.25</td>
<td>2</td>
<td>1000</td>
<td>0.250</td>
<td>2.020</td>
<td>0.001</td>
<td>0.997</td>
<td>94.29%</td>
<td>95.82%</td>
<td>94.67%</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>1000</td>
<td>0.500</td>
<td>2.016</td>
<td>0.000</td>
<td>0.997</td>
<td>94.88%</td>
<td>95.08%</td>
<td>94.40%</td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
<td>1000</td>
<td>0.097</td>
<td>4.066</td>
<td>-0.022</td>
<td>0.969</td>
<td>94.29%</td>
<td>95.82%</td>
<td>94.62%</td>
</tr>
<tr>
<td>0.25</td>
<td>4</td>
<td>1000</td>
<td>0.249</td>
<td>4.059</td>
<td>-0.002</td>
<td>0.993</td>
<td>94.96%</td>
<td>96.16%</td>
<td>94.88%</td>
</tr>
<tr>
<td>0.5</td>
<td>4</td>
<td>1000</td>
<td>0.499</td>
<td>4.062</td>
<td>-0.002</td>
<td>0.986</td>
<td>95.52%</td>
<td>96.24%</td>
<td>95.68%</td>
</tr>
</tbody>
</table>

NOTE: Monte Carlo results are obtained with \(N = 10,000\) replications of the time series \(\{X_t\}\) with \(t = 1, \ldots, T\), where \(X_t\)'s are i.i.d. APD distributed with TDGP values: \(\alpha_0, \lambda_0, \theta_0 = 0\) and \(\varphi_0 = 1\).

\(^{16}\) Setting an upper bound on the shape parameter \(\lambda\) (such as 20 in this Monte Carlo experiment) seemed to improve the speed of convergence of the Matlab \texttt{fmincon} routine.

5.1. In-Sample Analysis

For each series of returns $r_t$, I estimate an APD-GARCH(1,1) model:

$$r_t = \mu + \sigma_t \varepsilon_t,$$

$$\sigma_t^2 = \omega_0 + \omega_1 \sigma_{t-1}^2 + \omega_2 (r_{t-1} - \mu)^2$$

(10)

(11)

where the innovations $\varepsilon_t$ are assumed to be i.i.d. with APD density $f_\varepsilon(\cdot)$ as in equation (3) so that $E(\varepsilon_t) = 0$ and $E(\varepsilon_t^2) = 1$ (see Engle, 1982; Bollerslev, 1986). The parameter vector $\omega = (\omega_0, \omega_1, \omega_2)'$ satisfies $\omega_0 > 0$, $0 < \omega_1, \omega_2 < 1$ and $0 < \omega_1 + \omega_2 < 1$, which are the standard stationarity and invertibility conditions. Given that the innovations $\varepsilon_t$ are standardized, their density is parametrized by only two parameters $\alpha, 0 < \alpha < 1$, and $\lambda, \lambda > 0$.

Table III reports the first four unconditional moments of the returns $r_t$. A quick glance at Table III reveals that all series exhibit high values of kurtosis, ranging from 5.65 (BP/USD) to 138.58 (Microsoft). Skewness of the return series is generally negative.

There are two approaches to estimating the parameters of the APD-GARCH(1,1) model (10)–(11). First is a ‘one-step’ method which constructs maximum likelihood estimates for the parameters $\alpha$ and $\lambda$ of the conditional APD density of the innovations along with the parameters $\mu$ and $\omega$ of the GARCH model. The MLE $\hat{\omega}_T = (\hat{\lambda}_T, \hat{\omega}_T, \hat{\alpha}_T, \hat{\lambda}_T)'$ is obtained by maximizing the APD log-likelihood $L_T(\beta) = T^{-1} \sum_{t=1}^T [-\ln \sigma_t + \ln f_\varepsilon(\varepsilon_t | \beta)]$, with $\sigma_t$ and $\varepsilon_t$ as defined by the GARCH(1,1) model (10)–(11), and where $f_\varepsilon(\cdot)$ is as defined in equation (3). Sufficient conditions for the consistency and asymptotic normality of the MLE in the APD-GARCH(1,1) model (10)–(11) can be found in Straumann (2005).17

Second is a ‘two-step’ method in which the estimation is performed sequentially. In the first step, $\omega$ and $\mu$ are estimated by using a Gaussian quasi-maximum likelihood estimator (QMLE) $(\hat{\omega}_T, \hat{\mu}_T)'$, which, under standard regularity conditions, is consistent and asymptotically normal (see Bollerslev and Wooldridge, 1992). In the second step, estimated values $\hat{\omega}_T$ and $\hat{\mu}_T$ are used to construct the residuals $\hat{\varepsilon}_t = \hat{\sigma}_t^{-1} (r_t - \hat{\mu}_T)$, with $\hat{\sigma}_t^2 = \hat{\omega}_0 T + \hat{\omega}_1 \hat{\sigma}_{t-1}^2 + \hat{\omega}_2 T (r_{t-1} - \hat{\mu}_T)^2$, whose distribution parameters (under the APD assumption) are then consistently estimated by an APD MLE $(\hat{\alpha}_T, \hat{\lambda}_T)'$. While both approaches yield consistent estimates for the APD-GARCH(1,1) parameters in (10)–(11), consistent standard errors are more difficult to obtain in the ‘two-step’ case, as they often require the use of subsampling or bootstrap methods (see Aas and Haff, 2006).

<table>
<thead>
<tr>
<th>Return series (residuals)</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_t$</td>
<td>$\varepsilon_t$</td>
<td>$r_t$</td>
<td>$\varepsilon_t$</td>
</tr>
<tr>
<td>S&amp;P500 composite index</td>
<td>0.03</td>
<td>0.02</td>
<td>1.11</td>
<td>1.01</td>
</tr>
<tr>
<td>NASDAQ composite index</td>
<td>0.03</td>
<td>-0.03</td>
<td>2.61</td>
<td>1.01</td>
</tr>
<tr>
<td>Microsoft</td>
<td>0.09</td>
<td>-0.01</td>
<td>7.14</td>
<td>1.00</td>
</tr>
<tr>
<td>BP/USD exchange rate</td>
<td>0.00</td>
<td>0.01</td>
<td>0.33</td>
<td>1.01</td>
</tr>
</tbody>
</table>

NOTE: $T$ is the number of observations.

17 Similar to the i.i.d. case, studied in detail in Section 4, these will involve checking the validity of various moment conditions (for details, see Theorems 6.1.1 and 6.3.3 in Straumann, 2005).
In this paper, I estimate the parameters $\mu$, $\omega$, $\alpha$ and $\lambda$ by using the ‘one-step’ approach. Table IV reports the parameter estimates ($\hat{\mu}_T$, $\hat{\lambda}_T$, $\hat{\alpha}_T$, $\hat{\delta}_T$)' and their consistent standard errors which are obtained from $J_T(\hat{\theta}_T)^{-1}$, where $J_T(\hat{\theta}_T) = T^{-1} \sum_{t=1}^{T} [\nabla_{\theta} \ln f_{\theta}(\varepsilon_t | \hat{\theta}_T)]$ [$\nabla_{\theta}(-\ln \hat{\sigma}_t + \ln f_{\theta}(\varepsilon_t | \hat{\theta}_T))]$, and $\hat{\delta}_T^2 = \hat{\omega}_{0T} + \hat{\omega}_{1T} \hat{\sigma}_{T-1}^2 + \hat{\omega}_{2T} (r_{T-1} - \hat{\mu}_T)^2$ are the conditional variance estimates.

As can be seen from Table IV, estimated values $\hat{\alpha}_T$ of the asymmetry parameter $\alpha$ range from 0.46 (Microsoft) to 0.59 (NASDAQ). A simple Wald test of the restriction $\alpha = 1/2$ shows that in two cases out of four (NASDAQ and Microsoft), the value of $\alpha$ is significantly different from 1/2 (with probability 95%). In other words, the residuals for those series are found to be asymmetric. Another interesting finding is that in all four cases the estimated values $\hat{\delta}_T$ of the exponent $\delta$ are found to be significantly different from both 1 and 2, thus invalidating the assumptions that the innovations $\varepsilon_t$ are double-exponential (Laplace) or normally distributed. Note that this conclusion holds even if we allow for asymmetry in the density of $\varepsilon_t$.

I use the above estimated values to construct the residuals $\hat{\varepsilon}_t = \hat{\sigma}_t^{-1} (r_t - \hat{\mu}_T)$. Table III reports the first four unconditional moments of $\varepsilon_t$'s (in addition to those of the returns $r_t$). The unconditional distribution of the residuals is skewed and leptokurtic, which tends to reject the assumption that the residuals are GPD distributed. Moreover, one can reject the assumption that the latter are Laplace distributed since in all four cases their kurtosis lies outside the interval [6,9].

Finally, using the results of Proposition 1, for any $\alpha$, $0 < \alpha < 1$, I am able to compute an estimate $\hat{E}_\alpha(\varepsilon_t)$ for the unconditional $\alpha$-expected shortfall for each of the four series of innovations, which I plot in Figure 5. For the purposes of risk management, the quantities of interest are the conditional $\alpha$-expected shortfalls of returns $r_t$, which by using the location-scale property of conditional heteroskedasticity models such as GARCH(1,1) in (10)–(11), can be estimated at each point in 

Table IV. APD MLE of the GARCH(1,1) model

<table>
<thead>
<tr>
<th>Return series</th>
<th>$\omega_0$</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\mu$</th>
<th>$\alpha$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P500 composite index</td>
<td>0.00</td>
<td>0.94</td>
<td>0.06</td>
<td>0.04</td>
<td>0.51</td>
<td>1.38</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>0.04</td>
<td>(0.01)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>[2.15]</td>
<td>[87.52]</td>
<td>[5.42]</td>
<td>[3.10]</td>
<td>[40.84]</td>
<td>[30.19]</td>
<td></td>
</tr>
<tr>
<td>NASDAQ composite index</td>
<td>0.01</td>
<td>0.90</td>
<td>0.10</td>
<td>0.08</td>
<td>0.59</td>
<td>1.55</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>0.08</td>
<td>(0.01)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>[3.45]</td>
<td>[58.90]</td>
<td>[6.44]</td>
<td>[4.68]</td>
<td>[54.11]</td>
<td>[31.07]</td>
<td></td>
</tr>
<tr>
<td>Microsoft</td>
<td>0.23</td>
<td>0.87</td>
<td>0.09</td>
<td>0.14</td>
<td>0.46</td>
<td>1.50</td>
</tr>
<tr>
<td>(0.07)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>0.14</td>
<td>(0.01)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>[3.36]</td>
<td>[35.56]</td>
<td>[5.79]</td>
<td>[3.81]</td>
<td>[40.43]</td>
<td>[70.24]</td>
<td></td>
</tr>
<tr>
<td>BP/USD exchange rate</td>
<td>0.00</td>
<td>0.93</td>
<td>0.07</td>
<td>-0.01</td>
<td>0.52</td>
<td>1.31</td>
</tr>
<tr>
<td>(0.00)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>-0.01</td>
<td>(0.02)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>[0.00]</td>
<td>[21.01]</td>
<td>[2.17]</td>
<td>[-0.65]</td>
<td>[25.11]</td>
<td>[17.18]</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: APD MLE for the GARCH(1,1) model: $r_t = \mu + \sigma_t \varepsilon_t$, where $\sigma_t^2 = \omega_0 + \omega_1 \delta_{t-1}^2 + \omega_2 (r_{t-1} - \mu)^2$ and $\varepsilon_t$ is APD distributed with $E(\varepsilon_t) = 0$ and $\text{var}(\varepsilon_t) = 1$. Consistent standard errors () and $t$ statistics [] are in parentheses. Values of the APD log-likelihood: S&P500, 1.310; NASDAQ, 1.625; Microsoft, 2.224; BP/USD, 0.777.

18 As a comparison, I report the estimation results from a ‘two-step’ approach in Tables IIA and IIIA of the technical appendix.

19 Figure 1A in the technical appendix shows histograms of the residuals $\hat{\varepsilon}_t$ together with the fitted APD (standardized) probability density with parameters ($\hat{\alpha}_T$, $\hat{\delta}_T$) for each of the four series studied.
time $t$ using $\hat{ES}_{rt}(\bar{\alpha}) = \hat{\alpha}_t \hat{ES}_{\varepsilon}(\bar{\alpha})$. Figure 6 plots $\hat{ES}_{rt}(5\%)$ as a function of time $t$ for each of the four series of returns $r_t$ during the period 12 March 1993–3 March 1995 (500 observations).

Alternatively, we can represent $\hat{ES}_{rt}(\bar{\alpha})$ as a function of the probability $\bar{\alpha}$ but keeping a particular time $\tau$ fixed. For example, in Figure 7, I set the date $\tau = 16$ March 1993 (Tuesday) and plot $\hat{ES}_{rt}(\bar{\alpha})$ as a function of $\bar{\alpha}$ for each of the six series studied. Note that the time $\tau$ can be chosen arbitrarily within the sample.

In order to compare the riskiness of two different securities with returns $r_{1t}$ and $r_{2t}$ we need to compare, at each point in time $t$, their conditional expected shortfalls $ES_{r_{1t}}(\bar{\alpha})$ and $ES_{r_{2t}}(\bar{\alpha})$, for

![Figure 5. In-sample estimates for the unconditional $\bar{\alpha}$-expected shortfall of $\varepsilon_t$ : $\hat{ES}_{\varepsilon}(0 < \bar{\alpha} < 1)$](image)

![Figure 6. In-sample estimates of the conditional 5% expected shortfalls of $r_t$ (12 March 1993–3 March 1995)](image)
all values of $\tilde{\alpha}$, $0 < \tilde{\alpha} < 1$. If for every $\tilde{\alpha}$ the conditional $\tilde{\alpha}$-expected shortfall of the first security is smaller than the conditional $\tilde{\alpha}$-expected shortfall of the second security, i.e., if $ES_{r_t}^{(1)}(\tilde{\alpha}) \leq ES_{r_t}^{(2)}(\tilde{\alpha})$, then any risk-averse investor with distorted perception of the true probabilities (optimistic or pessimistic) prefers holding the first security to holding the second one (see Bassett et al., 2004).

Figure 8 plots the 95% confidence intervals for $E\tilde{S}_{r_t}(\tilde{\alpha})$, $0 < \tilde{\alpha} < 1$, for each of the four series studied. Those confidence intervals were obtained by using the delta method in which $\nabla_{\beta}E\tilde{S}_{r_t}(\tilde{\alpha})$ was replaced by a numerical gradient.\(^{20}\) The ith component $\partial E\tilde{S}_{r_t}(\tilde{\alpha})/\partial \beta^{(i)}$ of the gradient was computed over a grid of points $\hat{\beta}^{(i)} + \delta \hat{S}^{(i)}$, in which $\hat{S}^{(i)}$ is the standard error of $\hat{\beta}^{(i)}$ obtained from $J_T(\hat{\beta}^T)^{-1}$ and the step $\delta$ takes values $-0.8, -0.6, \ldots, 0.8$.

As can be seen from Figure 8, the two stock indices (S&P500 and NASDAQ) and exchange rate (BP/USD) clearly dominate the individual stock (Microsoft). However, there is no clear ranking among the securities within those two groups in terms of their riskiness as measured by their respective expected shortfalls.

### 5.2. Out-of-Sample Analysis

I now turn to the out-of-sample evaluation of the $\tilde{\alpha}$-expected shortfall one-step-ahead forecasts obtained from the APD-GARCH(1,1) model (10)–(11). I adopt a fixed forecasting scheme, which means that all forecasts depend on the same set of parameters estimated in-sample, i.e., over the first $T$ observations. In other words, at each out-of-sample date $\tau$, $T + 1 \leq \tau \leq T + R$, I compute

---

\(^{20}\) An alternative method of obtaining the confidence intervals for the shortfall estimate $E\tilde{S}_{r_t}(\tilde{\alpha})$ is via Monte Carlo simulations. For example, the 95% confidence interval can be computed as the empirical 95% coverage interval for $E\tilde{S}_{r_t}(\tilde{\alpha})$ obtained in the Monte Carlo simulations of the parameter $(\hat{\mu}, \hat{\omega}, \hat{\alpha}, \hat{\beta})$ in which the latter is assumed to be normally distributed with mean and covariance matrix as estimated via APD-GARCH MLE (see Table IV). Table IVA in the technical appendix compares the standard errors obtained using the delta method with those using the Monte Carlo simulation approach.
Figure 8. 95% confidence intervals for the in-sample estimates of the conditional $\bar{\alpha}$-expected shortfalls of $r_t$, $1 < \bar{\alpha} < 1$ (obtained for Tuesday 16 March 1993).

the one-step-ahead $ES(1\%)$, $ES(5\%)$ and $ES(10\%)$ forecasts recursively. Note that $\hat{ES}_e(\bar{\alpha})$ remains constant over the out-of-sample period as it only depends on the parameter estimates $\hat{\beta}_T$ obtained in-sample.

In addition to the $ES(1\%)$, $ES(5\%)$ and $ES(10\%)$ forecasts from the APD-GARCH(1,1) model (10)–(11), I also consider the $ES(1\%)$, $ES(5\%)$ and $ES(10\%)$ forecasts originated from the following two models: an asymmetric Student-$t$ GARCH(1,1) model and a GPD-EGARCH(1,1) model.

The asymmetric (skewed) Student-$t$ GARCH(1,1) specification is similar to the one in (10)–(11) except that the innovations $\varepsilon_t$ are now assumed to be i.i.d. with an asymmetric (skewed) Student-$t$ distribution whose density

$$f_\varepsilon(z) = \begin{cases} \frac{2}{\gamma + 1/\gamma} bc \left( 1 + \frac{(\gamma(\beta z + a))^2}{\gamma - 2} \right)^{-(\gamma + 1)/2}, & \text{if } z \leq -a/b, \\ \frac{2}{\gamma + 1/\gamma} bc \left( 1 + \frac{(\beta z + a)^2}{\gamma - 2} \right)^{-(\gamma + 1)/2}, & \text{if } z \geq -a/b \end{cases}$$

is parametrized by $\gamma, 2 < \gamma < \infty$, and $\gamma, \gamma > 0$, and where the constants $a$, $b$ and $c$ are given by

$$a = \frac{\Gamma((v - 1)/2)}{\sqrt{\pi} \Gamma(v/2)} (\gamma - 1/\gamma), \quad b^2 = (\gamma^2 + 1/\gamma^2 - 1) - a^2 \quad \text{and} \quad c = \frac{\Gamma((v + 1)/2)}{\sqrt{\pi} (v - 2) \Gamma(v/2)}$$

(see Hansen, 1994; Fernandez and Steel, 1998; Giot and Laurent, 2004; Patton, 2004; Kuester et al., 2006; Paolella, 2006).\(^{21}\) The innovations density in equation (12) is standardized so $E(\varepsilon_t) = 0$ and $E(\varepsilon_t^2) = 1$. Table V reports the in-sample parameter estimates of the skewed Student-$t$ GARCH(1,1) model.

\(^{21}\) Note that the expression of Hansen’s (1994) skewed Student-$t$ density follows from equation (12) by a simple reparametrization which sets the degrees of freedom parameter $\eta = v$ and the skewness parameter $\lambda = (\gamma^2 - 1)/(\gamma^2 + 1)$.
Table V. Skewed Student-t MLE of the GARCH(1,1) model

<table>
<thead>
<tr>
<th>Return series</th>
<th>$\omega_0$</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\mu$</th>
<th>$\ln(\gamma)$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P500 composite index</td>
<td>0.00</td>
<td>0.94</td>
<td>0.06</td>
<td>0.05</td>
<td>-0.02</td>
<td>6.69</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.63)</td>
</tr>
<tr>
<td></td>
<td>[1.94]</td>
<td>[106.86]</td>
<td>[6.25]</td>
<td>[3.85]</td>
<td>[-1.25]</td>
<td>[10.68]</td>
</tr>
<tr>
<td>NASDAQ composite index</td>
<td>0.01</td>
<td>0.91</td>
<td>0.09</td>
<td>0.08</td>
<td>-0.17</td>
<td>9.63</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(1.15)</td>
</tr>
<tr>
<td></td>
<td>[2.63]</td>
<td>[69.42]</td>
<td>[6.81]</td>
<td>[5.21]</td>
<td>[-7.31]</td>
<td>[8.38]</td>
</tr>
<tr>
<td>Microsoft</td>
<td>0.23</td>
<td>0.87</td>
<td>0.09</td>
<td>0.15</td>
<td>0.07</td>
<td>8.18</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.02)</td>
<td>(1.00)</td>
</tr>
<tr>
<td></td>
<td>[3.46]</td>
<td>[35.83]</td>
<td>[5.01]</td>
<td>[3.59]</td>
<td>[3.17]</td>
<td>[8.20]</td>
</tr>
<tr>
<td>BP/USD exchange rate</td>
<td>0.00</td>
<td>0.94</td>
<td>0.06</td>
<td>-0.01</td>
<td>0.01</td>
<td>4.90</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>[1.84]</td>
<td>[80.67]</td>
<td>[5.31]</td>
<td>[-0.94]</td>
<td>[0.33]</td>
<td>[266.67]</td>
</tr>
</tbody>
</table>

**NOTE**: Skewed Student-t MLE for the GARCH(1,1) model: $r_t = \mu + \sigma_t \varepsilon_t$, where $\sigma_t^2 = \omega_0 + \omega_1 \sigma_{t-1}^2 + \omega_2 (r_{t-1} - \mu)^2$ and $\varepsilon_t$ is skew Student-t distributed with $E[\varepsilon_t] = 0$ and $\text{var}(\varepsilon_t) = 1$. Consistent standard errors () and $t$ statistics [] are in parentheses. Values of the skew Student-t log-likelihood: S&P500, 1.308; NASDAQ, 1.623; Microsoft, 2.220; BP/USD, 0.770.

The second competing model that I consider is a GPD-EGARCH(1,1) model:

$$r_t = \mu + \sigma_t \varepsilon_t,$$

$$\ln \sigma_t^2 = \omega_0 + \omega_1 \ln \sigma_{t-1}^2 + \omega_2 (r_{t-1} - \mu) + \omega_3 |r_{t-1} - \mu|$$

where $\varepsilon_t$ is assumed to be i.i.d. with GPD density that is standardized (see Nelson, 1991). Note that a GPD density with shape parameter $\lambda$ is a special case of an APD density with same shape $\lambda$ but whose asymmetry parameter $\alpha$ has been set to $\alpha = 1/2$. Though the distribution of the innovations $\varepsilon_t$ in the GPD-EGARCH(1,1) model is symmetric, the term $\omega_2 (r_{t-1} - \mu) + \omega_3 |r_{t-1} - \mu|$ in the EGARCH equation (14) allows the conditional variance $\sigma_t^2$ to respond asymmetrically to increases and decreases in returns $r_{t-1}$. Table VI reports the in-sample parameter estimates of the GPD-EGARCH(1,1) model.

In order to evaluate the accuracy of the expected shortfall forecasts, I use a test similar to that proposed by McNeil and Frey (2000). Let $q_t(\bar{\alpha})$ denote the conditional $\bar{\alpha}$-quantile of the returns $r_t$, which in the case of conditional heteroskedasticity models such as the one in (10)–(11) can also be written as $q_t(\bar{\alpha}) = \mu + \sigma_t q_{\varepsilon}(\bar{\alpha})$, where $q_{\varepsilon}(\bar{\alpha})$ is the unconditional $\bar{\alpha}$-quantile of the innovation term $\varepsilon_t$. The test for accuracy of forecasts $\hat{ES}_t(\bar{\alpha})$ is then based on the variable

$$R_t(\bar{\alpha}) = \frac{[q_t(\bar{\alpha}) - r_t] - ES_t(\bar{\alpha})}{\sigma_t}$$

which in the models considered here reduces to

$$R_t(\bar{\alpha}) = (q_t(\bar{\alpha}) - \varepsilon_t) - ES_t(\bar{\alpha})$$

Under correct specification, the variables $R_t(\bar{\alpha})$ are i.i.d. and such that $E[R_t(\bar{\alpha})|\varepsilon_t \leq q_{\varepsilon}(\bar{\alpha})] = 0$.

For each of the models studied, I construct the $\bar{\alpha}$-quantile and $\bar{\alpha}$-expected shortfall forecasts, denoted $\hat{q}_t(\bar{\alpha})$ and $\hat{ES}_t(\bar{\alpha})$, respectively, using the analytic expressions for $q_t(\bar{\alpha})$ and $ES_t(\bar{\alpha})$, in
which the density parameters are set to be equal to the previously obtained MLEs (see Tables IV, V and VI).22 In the case of the APD-GARCH(1,1) and GPD-EGARCH(1,1) models \( q_{t}(\bar{\omega}) \) and \( ES_{P}(\bar{\omega}) \) are computed directly using the results of Lemma 2 and Proposition 1, respectively. In the case of the asymmetric (skewed) Student-\( t \) GARCH(1,1) model, the analytic expression for \( q_{t}(\bar{\omega}) \) can be found in Patton (2004). Using straightforward algebra, I further show that, for quantiles \( q_{t}(\bar{\omega}) \leq -a/b \), the \( \bar{\omega} \)-expected shortfall of a (standardized) asymmetric (skewed) Student-\( t \) random variable with density defined in equation (12), equals

\[
ES_{P}(\bar{\omega}) = q_{t}(\bar{\omega}) + \frac{2}{\bar{\omega}(\gamma^2 + 1)} \left\{ \frac{c\gamma - 2}{\gamma^2 - 1} \left[ 1 + \frac{(\gamma(bz + a))^2}{v - 2} \right]^{-(v-1)/2} + a F_{v}(\gamma(bz + a)) \right\}
\]

where \( F_{v}(\cdot) \) is the cdf of a (standardized) Student-\( t \) random variable with \( v \) degrees of freedom. With \( \hat{q}_{t}(\bar{\omega}) \) and \( \hat{ES}_{P}(\bar{\omega}) \) in hand, I then construct the out-of-sample residuals \( \hat{R}_{t}(\bar{\omega}) = (\hat{q}_{t}(\bar{\omega}) - \hat{\epsilon}_{t}) - \hat{ES}_{P}(\bar{\omega}) \), and their out-of-sample conditional average \( \hat{R}_{t}(\bar{\omega}) = R^{-1} \sum_{t=T+1}^{T+R} \hat{R}_{t}(\bar{\omega}) \hat{I}(\hat{\epsilon}_{t} \leq \hat{q}_{t}(\bar{\omega})) \).

In Table VII I report the values of \( \hat{R}_{t}(\bar{\omega}), \hat{ES}_{P}(\bar{\omega}) \) and of the empirical coverages \( \hat{P}(\bar{\omega}) = R^{-1} \sum_{t=T+1}^{T+R} \hat{I}(\hat{\epsilon}_{t} \leq \hat{q}_{t}(\bar{\omega})) \) for each of the three forecasting models employed and each of the four series studied. As can be seen from Table VII, the out-of-sample empirical findings are mixed. The standard \( t \)-test rejects (at the 5% level) the null hypothesis \( H_{0} : E[R_{t}(\bar{\omega})|\epsilon_{t} \leq q_{t}(\bar{\omega})] = 0 \) in favor of the alternative \( H_{1} : E[R_{t}(\bar{\omega})|\epsilon_{t} \leq q_{t}(\bar{\omega})] \neq 0 \) twice in the case of APD-GARCH(1,1) \( ES \) (1%) forecasts (NASDAQ and BP/USD) and three times in the case of skewed Student-\( t \) GARCH(1,1) \( ES \) (1%) forecasts (S&P500, NASDAQ and BP/USD). In all other cases, the null hypothesis of the correct specification of the tail residuals cannot be rejected.

It is worth pointing out that this expected shortfall evaluation procedure à la McNeil and Frey (2000) is developed along similar lines to the binomial test of conditional quantile forecasts.

\[22\] Figure 2A in the technical appendix plots the out-of-sample \( ES \) (5%) forecasts for S&P500 daily returns obtained from the three competing models.

---

Table VI. GPD MLE of the EGARCH(1,1) model

<table>
<thead>
<tr>
<th>Return series</th>
<th>( \omega_{0} )</th>
<th>( \omega_{1} )</th>
<th>( \omega_{2} )</th>
<th>( \omega_{3} )</th>
<th>( \mu )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P500 composite index</td>
<td>-0.09</td>
<td>0.94</td>
<td>-0.10</td>
<td>0.11</td>
<td>0.03</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>NASDAQ composite index</td>
<td>-0.09</td>
<td>0.92</td>
<td>-0.04</td>
<td>0.11</td>
<td>0.10</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Microsoft</td>
<td>0.04</td>
<td>0.90</td>
<td>-0.03</td>
<td>0.07</td>
<td>0.07</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>BP/USD exchange rate</td>
<td>-0.16</td>
<td>0.94</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.04)</td>
</tr>
<tr>
<td></td>
<td>[-10.75]</td>
<td>[150.01]</td>
<td>[0.14]</td>
<td>[11.33]</td>
<td>[-0.48]</td>
<td>[32.10]</td>
</tr>
</tbody>
</table>

**NOTE:** GPD MLE for the EGARCH(1,1) model: \( r_{t} = \mu + \sigma_{t} \epsilon_{t} \), where \( \ln \sigma_{t}^2 = \omega_{0} + \omega_{1} \ln \sigma_{t-1}^2 + \omega_{2}(r_{t-1} - \mu) + \omega_{3}(r_{t-1} - \mu) \), and \( \epsilon_{t} \) is GPD distributed with \( E(\epsilon_{t}) = 0 \), and \( \text{var}(\epsilon_{t}) = 1 \). Consistent standard errors () and \( t \) statistics [] are in parentheses. Values of the GPD log-likelihood: S&P500, 1.304; NASDAQ, 1.640; Microsoft, 2.222, BP/USD, 0.774.
Table VII. Out-of-Sample ES forecast evaluation

<table>
<thead>
<tr>
<th>Return series</th>
<th>R(1%)</th>
<th>R(5%)</th>
<th>R(10%)</th>
<th>ES_ε(1%)</th>
<th>ES_ε(5%)</th>
<th>ES_ε(10%)</th>
<th>P(1%)</th>
<th>P(5%)</th>
<th>P(10%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APD-GARCH(1,1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S&amp;P500</td>
<td>−0.26</td>
<td>−0.13</td>
<td>−0.16</td>
<td>0.51</td>
<td>0.57</td>
<td>0.60</td>
<td>0.50%</td>
<td>4.70%</td>
<td>12.30%</td>
</tr>
<tr>
<td></td>
<td>[−1.18]</td>
<td>[−0.39]</td>
<td>[−0.39]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASDAQ</td>
<td>−0.29</td>
<td>−0.22</td>
<td>−0.20</td>
<td>0.51</td>
<td>0.58</td>
<td>0.63</td>
<td>0.30%</td>
<td>4.50%</td>
<td>12.00%</td>
</tr>
<tr>
<td></td>
<td>[−4.20]</td>
<td>[−0.70]</td>
<td>[−0.53]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microsoft</td>
<td>1.88</td>
<td>0.38</td>
<td>0.19</td>
<td>0.43</td>
<td>0.49</td>
<td>0.52</td>
<td>0.60%</td>
<td>3.00%</td>
<td>6.00%</td>
</tr>
<tr>
<td></td>
<td>[0.97]</td>
<td>[0.26]</td>
<td>[0.17]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP/USD</td>
<td>−0.45</td>
<td>−0.13</td>
<td>−0.11</td>
<td>0.52</td>
<td>0.57</td>
<td>0.60</td>
<td>0.40%</td>
<td>4.50%</td>
<td>10.10%</td>
</tr>
<tr>
<td></td>
<td>[−6.85]</td>
<td>[−0.46]</td>
<td>[−0.27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Skew-t-GARCH(1,1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S&amp;P500</td>
<td>−0.44</td>
<td>−0.19</td>
<td>−0.16</td>
<td>0.69</td>
<td>0.62</td>
<td>0.61</td>
<td>0.50%</td>
<td>5.40%</td>
<td>13.20%</td>
</tr>
<tr>
<td></td>
<td>[−1.96]</td>
<td>[−0.52]</td>
<td>[−0.38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASDAQ</td>
<td>−0.44</td>
<td>−0.29</td>
<td>−0.24</td>
<td>0.71</td>
<td>0.67</td>
<td>0.68</td>
<td>0.30%</td>
<td>4.70%</td>
<td>12.30%</td>
</tr>
<tr>
<td></td>
<td>[−5.08]</td>
<td>[−0.91]</td>
<td>[−0.62]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microsoft</td>
<td>1.71</td>
<td>0.36</td>
<td>0.13</td>
<td>0.56</td>
<td>0.53</td>
<td>0.54</td>
<td>0.60%</td>
<td>3.00%</td>
<td>6.50%</td>
</tr>
<tr>
<td></td>
<td>[0.90]</td>
<td>[0.25]</td>
<td>[0.12]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP/USD</td>
<td>−0.83</td>
<td>−0.23</td>
<td>−0.16</td>
<td>0.85</td>
<td>0.68</td>
<td>0.64</td>
<td>0.20%</td>
<td>4.60%</td>
<td>10.60%</td>
</tr>
<tr>
<td></td>
<td>[−40.13]</td>
<td>[−0.81]</td>
<td>[−0.41]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GPD-EGARCH(1,1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S&amp;P500</td>
<td>−0.21</td>
<td>−0.21</td>
<td>−0.18</td>
<td>0.49</td>
<td>0.55</td>
<td>0.58</td>
<td>0.50%</td>
<td>4.40%</td>
<td>10.70%</td>
</tr>
<tr>
<td></td>
<td>[−0.95]</td>
<td>[−0.61]</td>
<td>[−0.47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NASDAQ</td>
<td>−0.17</td>
<td>−0.10</td>
<td>−0.08</td>
<td>0.46</td>
<td>0.52</td>
<td>0.56</td>
<td>0.80%</td>
<td>5.80%</td>
<td>13.50%</td>
</tr>
<tr>
<td></td>
<td>[−0.88]</td>
<td>[−0.27]</td>
<td>[−0.19]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microsoft</td>
<td>1.30</td>
<td>0.38</td>
<td>0.10</td>
<td>0.45</td>
<td>0.52</td>
<td>0.56</td>
<td>0.70%</td>
<td>2.50%</td>
<td>5.70%</td>
</tr>
<tr>
<td></td>
<td>[0.69]</td>
<td>[0.26]</td>
<td>[0.09]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP/USD</td>
<td>−0.24</td>
<td>−0.11</td>
<td>−0.06</td>
<td>0.53</td>
<td>0.58</td>
<td>0.61</td>
<td>1.00%</td>
<td>7.90%</td>
<td>16.30%</td>
</tr>
<tr>
<td></td>
<td>[−1.34]</td>
<td>[−0.28]</td>
<td>[−0.13]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** t statistics [] are in parentheses.

Hence, it is subject to the same drawbacks as the binomial test: (1) it assumes that under the null hypothesis the events $\mathbb{1}(\hat{\epsilon}_t \leq \hat{\epsilon}_q(\overline{\alpha}))$ are i.i.d. while empirical evidence shows they exhibit clustering; and (2) perhaps even more importantly, it does not take into account the estimation error in conditional quantile and expected shortfall forecasts. In the case of conditional quantile forecasts, this results in a test which generally has a limited ability to distinguish among alternative hypotheses and thus has low power, even in moderately large samples, as shown by Kupiec (1995) and Lopez (1997).

It is interesting to note, however, that the rejections of the null appear to occur when the unconditional expected shortfall estimates $\text{ES}_\epsilon(\overline{\alpha})$ are high, and hence potentially overestimated. For example, in the case of $\text{ES}(1\%)$ forecasts for NASDAQ daily returns, both the APD and asymmetric (skewed) Student-t assumption lead to values of $\text{ES}_\epsilon(1\%)$ which are higher (0.51 and 0.71, respectively) than under the GPD assumption (0.46). An overestimation in $\text{ES}_\epsilon(\overline{\alpha})$ automatically leads to negative values of $\text{R}_t(\overline{\alpha})$ and the changes in estimated conditional variances $\sigma_t^2$ do not seem to be able to counter this effect. Another interesting finding is that for low values of probabilities $\overline{\alpha}$ (such as 1%, 5% and 10% studied here), low and potentially underestimated values of $\text{ES}_\epsilon(\overline{\alpha})$ apparently lead to fewer rejections of the null hypothesis. For example, in the case of $\text{ES}(1\%)$ forecasts for Microsoft daily returns, all three specifications produce values of $\text{R}_t(\overline{\alpha})$ that are positive (1.88, 1.71 and 1.30, respectively), yet none is found to be significantly different from zero at the 5% level.
6. CONCLUSION

This paper introduces a new family of probability distributions—called the asymmetric power distribution (APD)—that generalizes the GPD distributions to cases where the density function is asymmetric. I derive analytic expressions for the quantiles and expected shortfalls of APD distributed random variables, show how to simulate APD variates, and finally how to estimate—via maximum likelihood—its four parameters \( \alpha, \lambda, \theta \) and \( \phi \). Moreover, I propose a consistent estimator of the covariance matrix of the MLE based on the APD score, whose analytic expression is derived in the paper. The small sample properties of the MLE and its covariance matrix estimator are studied through a Monte Carlo experiment.

I further apply my theoretical result to the conditional expected shortfall estimation and forecasting. Using daily returns on four financial market series, I found their innovations to be asymmetric—with asymmetry parameter \( \alpha \) significantly different from one half—and with the exponent parameter \( \lambda \) comprised within \([1.31, 1.55]\) (and significantly different from 1 and 2, which invalidates Laplace and Gaussian assumptions). Moreover, by computing the 95% confidence intervals for the conditional 5% expected shortfalls of the daily returns, I find that the two stock indices (S&P500 and NASDAQ) and the BP/USD exchange rate clearly dominate (in-sample) the individual stock (Microsoft) in terms of their riskiness.

In an out-of-sample forecasting exercise, I compare the performance of three competing models: APD-GARCH (1,1), skewed Student-\( t \) GARCH (1,1) and GPD-EGARCH (1,1). The out-of-sample empirical coverage results suggest that the APD-GARCH (1,1) model outperforms its competitors at forecasting the conditional 5% and 10% value-at-risk. While all three models perform well at forecasting the conditional 5% and 10% expected shortfalls, GPD-EGARCH (1,1) dominates the other two models in the case of the conditional 1% expected shortfall forecasts. This interesting finding seems to suggest that—at least in the case of (extreme) tails—modeling the asymmetry in the conditional variance is perhaps even more important than in the unconditional distribution of the innovations, when forecasting the expected shortfall out-of-sample.

APPENDIX A: PROPERTIES OF AN APD RANDOM VARIABLE

Lemma 1 (APD cdf) For given values of \( \alpha \) and \( \lambda \), \( 0 < \alpha < 1 \) and \( \lambda > 0 \), let \( U \) be a standard APD random variable with pdf \( f(\cdot) \) as defined in equation (1). For any \( u \in \mathbb{R} \), the cumulative distribution function \( F(\cdot) \) of \( U \) then equals

\[
F(u) = \begin{cases} 
\alpha \left[ 1 - I \left( \frac{\delta_{u,\lambda}}{\alpha^2} \sqrt{\lambda} |u|^{\lambda}, 1/\lambda \right) \right], & \text{if } u \leq 0, \\
1 - (1 - \alpha) \left[ 1 - I \left( \frac{\delta_{u,\lambda}}{(1 - \alpha)^2} \sqrt{\lambda} |u|^{\lambda}, 1/\lambda \right) \right], & \text{if } u > 0
\end{cases}
\]

where \( \delta_{u,\lambda} \) is as in Definition 1 and \( I(x, \gamma) \) is Pearson’s incomplete gamma function, \( I(x, \gamma) = [\Gamma(\gamma)]^{-1} \int_0^{\sqrt{x}} t^{x-1} \exp(-t) \, dt \).\(^{23}\)

\(^{23}\)Note that in the special case of an asymmetric Laplace distribution (\( \lambda = 1 \)), the cdf \( F \) above simplifies to \( F(u) = \alpha \exp(2(1-\alpha)|u|), \) if \( u \leq 0 \), and \( 1 - (1 - \alpha) \exp(-2\alpha u), \) if \( u > 0 \) (see, e.g., Johnson et al., 1994, p. 193).
Lemma 2 (APD quantiles): For any probability \( v, v \in (0, 1) \), the \( v \)-quantile of the standard APD random variable \( U \), \( F^{-1}(v) \), equals

\[
F^{-1}(v) = \begin{cases} 
- \left[ \frac{\alpha^\lambda}{\delta_{\alpha,\lambda} \sqrt{\lambda}} \right]^{1/\lambda} \cdot \left[ I^{-1} \left( 1 - \frac{v}{\alpha}, 1/\lambda \right) \right]^{1/\lambda}, & \text{if } v \leq \alpha, \\
\left[ (1 - \alpha)^\lambda \right]^{1/\lambda} \cdot \left[ I^{-1} \left( 1 - \frac{1 - v}{1 - \alpha}, 1/\lambda \right) \right]^{1/\lambda}, & \text{if } v > \alpha
\end{cases}
\]

where \( \delta_{\alpha,\lambda} \) is as in Definition 1 and \( I^{-1}(y, \gamma) \) is the inverse of the Pearson’s incomplete gamma function, i.e., \( x = I^{-1}(y, \gamma) \) is equivalent to \( y = I(x, \gamma) \). In particular, \( F^{-1}(\alpha) = 0.24 \).

Lemma 3 (Standardized \( \alpha \)-Quantile density): Let \( \varepsilon \) be an APD random variable which is standardized, i.e., \( E[\varepsilon] = 0 \) and \( \text{var}(\varepsilon) = 1 \). Then the density of \( \varepsilon \), denoted \( f_\varepsilon(\cdot) \), is given by

\[
f_\varepsilon(z) = \begin{cases} 
\frac{\lambda}{\mu} \frac{\Gamma(2/\lambda)}{\Gamma(1/\lambda)^2} \exp \left\{ - \left( \frac{\Gamma(2/\lambda)}{\alpha \Gamma(1/\lambda)} \right)^{\lambda} \left( \frac{z}{\mu} + 1 - 2\alpha \right)^\lambda \right\}, & \text{if } z \leq -(1 - 2\alpha)\mu, \\
\frac{\lambda}{\mu} \frac{\Gamma(2/\lambda)}{\Gamma(1/\lambda)^2} \exp \left\{ - \left( \frac{\Gamma(2/\lambda)}{(1 - \alpha) \Gamma(1/\lambda)} \right)^{\lambda} \left( \frac{z}{\mu} + 1 - 2\alpha \right)^\lambda \right\}, & \text{if } z > -(1 - 2\alpha)\mu
\end{cases}
\]

where \( 0 < \alpha < 1, \lambda > 0 \) and \( \mu \) is a positive constant defined as \( \mu = \Gamma(2/\lambda) \Gamma(3/\lambda) \Gamma(1/\lambda) [1 - 3\alpha + 3\alpha^2] - \Gamma(2/\lambda)^2 [1 - 2\alpha^2]^{-1/2} \).

Lemma 4 (APD moments): For any \( r \in \mathbb{N} \) we have

\[
E(U^r) = \frac{\Gamma((1 + r)/\lambda) (1 - \alpha)^{1+r} + (-1)^r \alpha^{1+r}}{\Gamma(1/\lambda)} \frac{\delta_{\alpha,\lambda}^{2/\lambda}}{\delta_{\alpha,\lambda}^{1/\lambda}} \tag{15}
\]

Lemma 5 (APD score): If \( X \) is a four-parameter APD random variable in (2) with density \( f_X(x) = \phi^{-1} f(\phi^{-1}[x - \theta]) \), where \( f(\cdot) \) is as defined in equation (1), then its score, \( s_t = \nabla \ln f_X(X_t) \), is given by

\[
s_t,\alpha = \frac{\partial}{\partial \alpha} \ln f_X(X_t) = \frac{\partial \delta_{\alpha,\lambda}}{\partial \alpha} \left\{ \frac{1}{\lambda \delta_{\alpha,\lambda}} - \frac{|X_t - \theta|^\lambda}{\phi^\lambda} \left[ \frac{1}{\alpha^{\lambda+1}} \mathbb{I}(X_t \leq \theta) + \frac{1}{(1 - \alpha)^\lambda} \mathbb{I}(X_t > \theta) \right] \right\}
\]

\[
+ \lambda \delta_{\alpha,\lambda} \frac{|X_t - \theta|^\lambda}{\phi^\lambda} \left[ \frac{1}{\alpha^{\lambda+1}} \mathbb{I}(X_t \leq \theta) - \frac{1}{(1 - \alpha)^\lambda} \mathbb{I}(X_t > \theta) \right]
\]

\[24\] As previously, in the asymmetric Laplace case, the quantile function \( F^{-1}(v) \) simplifies to \( F^{-1}(v) = -[2(1 - \alpha)]^{-1} \ln(\alpha/v) \), if \( v \leq \alpha \), and \( (2\alpha)^{-1} \ln(1 - \alpha)/(1 - v) \), if \( v > \alpha \).
\[
s_{t,\lambda} = \frac{\partial}{\partial \lambda} \ln f_X(X_t) = \frac{1}{\lambda^2} \left[ -\ln \delta_{a,\lambda} + \frac{\lambda}{\delta_{a,\lambda}} \frac{\partial \delta_{a,\lambda}}{\partial \lambda} + \Psi(1 + 1/\lambda) \right] \\
- \left[ \frac{\partial \delta_{a,\lambda}}{\partial \lambda} + \delta_{a,\lambda} \ln \frac{|X_t - \theta|}{\phi} \right] \frac{|X_t - \theta|}{\phi^\lambda} \left[ \frac{1}{\alpha^\lambda} \mathbb{I}(X_t \leq \theta) + \frac{1}{(1 - \alpha)^\lambda} \mathbb{I}(X_t > \theta) \right] \\
+ \delta_{a,\lambda} \frac{|X_t - \theta|}{\phi^\lambda} \left[ \frac{\ln \alpha}{\alpha^\lambda} \mathbb{I}(X_t \leq \theta) + \frac{\ln(1 - \alpha)}{(1 - \alpha)^\lambda} \mathbb{I}(X_t > \theta) \right]
\]

\[
s_{t,\theta} = \frac{\partial}{\partial \theta} \ln f_X(X_t) = \lambda \frac{|X_t - \theta|^{\lambda-1}}{\phi^\lambda} \left[ \frac{\delta_{a,\lambda}}{(1 - \alpha)^\lambda} - 2 \cdot \mathbb{I}(X_t \leq \theta) \right]
\]

\[
s_{t,\phi} = \frac{\partial}{\partial \phi} \ln f_X(X_t) = -\frac{1}{\phi} \left\{ 1 - \lambda \delta_{a,\lambda} \frac{|X_t - \theta|^{\lambda}}{\phi^\lambda} \left[ \frac{1}{\alpha^\lambda} \mathbb{I}(X_t \leq \theta) + \frac{1}{(1 - \alpha)^\lambda} \mathbb{I}(X_t > \theta) \right] \right\},
\]

where

\[
\delta_{a,\lambda} = \frac{2\alpha^\lambda(1 - \alpha)^{-\lambda}}{\alpha^\lambda + (1 - \alpha)^\lambda}, \quad \frac{\partial \delta_{a,\lambda}}{\partial \lambda} = \lambda \delta_{a,\lambda} \left[ \frac{(1 - 2\alpha)}{\alpha(1 - \alpha)} - \frac{\alpha^{\lambda-1} - (1 - \alpha)^{\lambda-1}}{\alpha^\lambda + (1 - \alpha)^\lambda} \right],
\]

\[
\frac{\ln \alpha}{\alpha^\lambda} \left\{ \ln(\alpha(1 - \alpha)) - \frac{\alpha^\lambda \ln \alpha + (1 - \alpha)^\lambda \ln(1 - \alpha)}{\alpha^\lambda + (1 - \alpha)^\lambda} \right\}
\]

and \(\Psi(1 + 1/\lambda) = \frac{\Gamma'(1 + 1/\lambda)}{\Gamma(1 + 1/\lambda)}\) is a digamma function.

**APPENDIX B: PROOFS**

**Proof of Proposition 1:** For a given probability \(\overline{\alpha}, 0 < \overline{\alpha} \leq \alpha\), let \(\overline{\alpha}\) denote the \(\overline{\alpha}\)-quantile of \(U\), i.e., \(\overline{\alpha} = F^{-1}(\overline{\alpha})\). We then have, for any \(u \in \mathbb{R}\), \(\Pr(U \leq u|U \leq \overline{\alpha}) = \Pr(U \leq u, U \leq \overline{\alpha})/\Pr(U \leq \overline{\alpha})\), so that \(\Pr(U \leq u|U \leq \overline{\alpha}) = 1\), if \(u \leq \overline{\alpha}\) and \(\Pr(U \leq u|U \leq \overline{\alpha}) = F(u)/\overline{\alpha}\), otherwise. Hence, the \(\overline{\alpha}\)-expected shortfall of \(U\) equals

\[
E(\overline{\alpha} - U|U \leq \overline{\alpha}) = \frac{1}{\overline{\alpha}} \int_{-\infty}^{\overline{\alpha}} (\overline{\alpha} - u) f(u) du
\]

Recall that \(\overline{\alpha} \leq \alpha\) so that \(\overline{\alpha} = F^{-1}(\overline{\alpha}) \leq F^{-1}(\alpha) = 0\). In that case equation (16) becomes

\[
E(\overline{\alpha} - U|U \leq \overline{\alpha}) = \frac{\overline{\alpha}}{\Gamma(1 + 1/\lambda)} \int_{-\infty}^{\overline{\alpha}} (\overline{\alpha} - u) \exp \left[ -\frac{\delta_{a,\lambda}}{\alpha^\lambda} (-u)^\lambda \right] du
\]

where \(\overline{\alpha} \leq u \leq \overline{\alpha}\). Note that we have \(u \leq \overline{\alpha} \leq 0\) so that \(v \geq 0 \geq \overline{\alpha}\). Now let \(s = \frac{\delta_{a,\lambda}}{\alpha^\lambda} (v - \overline{\alpha})^\lambda\) so that \(v = \left[ \frac{\alpha^\lambda}{\delta_{a,\lambda}} s \right]^{1/\lambda} + \overline{\alpha}\) and \(d'v = \frac{1}{\lambda} \left[ \frac{\alpha^\lambda}{\delta_{a,\lambda}} s \right]^{1/\lambda} s^{1/\lambda-1} ds\). The integral above becomes \(E(\overline{\alpha} - U|U \leq \overline{\alpha}) = \frac{\alpha}{\lambda \Gamma(1 + 1/\lambda)} \int_{b}^{+\infty} \left( \frac{\alpha}{\delta_{a,\lambda} s^{1/\lambda} + \overline{\alpha}} \right) s^{1/\lambda-1} \exp(-s) ds\), where \(b = \overline{\alpha}\)
\[
\delta_a \lambda \over \alpha^\lambda (-\overline{q})^\lambda. \text{ Hence}
\]

\[
E(\overline{q} - U|U \leq \overline{q}) = \frac{\alpha^{-1} \alpha}{\lambda \Gamma(1 + 1/\lambda)} \left[ \frac{\alpha}{\delta_{a,\lambda}} \Gamma(2/\lambda) \Gamma(1/\lambda) \right]^{1/\lambda} \left[ I^{-1} \left( 1 - \frac{\overline{q}}{\alpha}, 1/\lambda \right) / \sqrt{2}, 2/\lambda \right] + \overline{q},
\]

where now \( \overline{q} = \left[ \frac{(1 - \overline{q})^{1/\lambda}}{\delta_{a,\lambda}^{1/\lambda}} \right]^{1/\lambda} \left[ I^{-1} \left( 1 - \frac{\overline{q}}{\alpha}, 1/\lambda \right) / \sqrt{2}, 2/\lambda \right] + \overline{q} \) from Lemma 2. This completes the proof of Proposition 1.

**Proof of Proposition 2:** I start by showing that \( \hat{\beta}_T \), obtained as a solution to the problem \( \max_{\beta \in B} L_T(\beta) \) with \( L_T(\beta) \) as defined in equation (9), is a consistent estimate of \( \beta_0 \). In order to do so, I use the MLE consistency result by Newey and McFadden (1994, p. 2131) and show that all the assumptions of their Theorem 2.5 hold. I first need to show that the identification condition (i) of Theorem 2.5 holds, i.e. if \( \beta \neq \beta_0 \) then \( f_X(\cdot | \beta) \neq f_X(\cdot | \beta_0) \). I prove the converse of the above implication: consider the case where \( \alpha > \alpha > 0 \) have \( \overline{q} > 0 \) and similar computations to that above show that in this case

\[
E(\overline{q} - U|U \leq \overline{q}) = \frac{\alpha^{-1} \alpha}{\lambda \Gamma(1 + 1/\lambda)} \left[ \frac{\alpha}{\delta_{a,\lambda}} \Gamma(2/\lambda) \Gamma(1/\lambda) \right]^{1/\lambda} \left[ I^{-1} \left( 1 - \frac{\overline{q}}{\alpha}, 1/\lambda \right) / \sqrt{2}, 2/\lambda \right] + \overline{q},
\]
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\[
\ln f_X(X_t|\beta) = -\ln \phi + \ln \frac{\delta_{1/\lambda}}{\Gamma(1 + 1/\lambda)} - \frac{\delta_{\alpha,\lambda}}{\phi^{\frac{\alpha}{\lambda}}} \left[ \frac{|X_t - \theta|^{\frac{\lambda}{\alpha}} \mathbb{I}(X_t \leq \theta) + |X_t - \theta|^{\frac{\lambda}{(1 - \alpha)}} \mathbb{I}(X_t > \theta)}{\alpha^{\frac{\lambda}{\alpha}}(1 - \alpha)^{\frac{\lambda}{(1 - \alpha)}}} \right].
\]

Note that, for every \(\beta \in B\), we have

\[
|\ln f_X(X_t|\beta)| \leq |\ln \phi| + \ln \left| \frac{\delta_{1/\lambda}}{\Gamma(1 + 1/\lambda)} \right| + \frac{\delta_{\alpha,\lambda}}{\phi^{\frac{\alpha}{\lambda}}} \left[ \frac{|X_t - \theta|^{\frac{\lambda}{\alpha}}}{\alpha^{\frac{\lambda}{\alpha}}} + \frac{|X_t - \theta|^{\frac{\lambda}{(1 - \alpha)}}}{(1 - \alpha)^{\frac{\lambda}{(1 - \alpha)}}} \right] + 2\phi^{-\lambda} n_\lambda |\theta|^\lambda,
\]

where \(n_\lambda\) is a positive constant such that \((a + b)^\lambda \leq n_\lambda (a^\lambda + b^\lambda)\) for all \(a, b > 0\). Hence \(E[\sup_{\beta \in B} |\ln f_X(X_t|\beta)|] \leq C_1 + C_2 \max \{1, E[|X_t|^\lambda]\},\) where \(C_1 = \sup_{\beta \in B} E[\ln \phi] + \ln \frac{\delta_{1/\lambda}}{\Gamma(1 + 1/\lambda)} + 2\phi^{-\lambda} n_\lambda |\theta|^\lambda\), \(C_2 = \sup_{\beta \in B} \{2\phi^{-\lambda} n_\lambda\}\) and \(\bar{\lambda} = \sup_{\beta \in B} \lambda\). By compactness of \(B\) we have \(C_1 < \infty, C_2 < \infty,\) and \(\bar{\lambda} < \infty\); it remains to be shown that \(E[|X_t|^\lambda] < \infty\). From Equation (2.7) in Ayebo and Kozubowski (2003), a simple change of variable \(\theta = 0, \sigma = \left[\frac{\alpha^{\frac{\lambda}{\alpha}} + (1 - \alpha)^{\frac{\lambda}{1 - \alpha}}}{2\alpha^{\frac{\lambda}{\alpha}}(1 - \alpha)^{\frac{\lambda}{1 - \alpha}}}\right]^{\frac{1}{\lambda}}\) and 

\[
\kappa = \left[\frac{1 - \alpha}{\alpha}\right]^{1/2}\] shows that the \(\bar{\lambda}\)-moment of the absolute value of a standard APD random variable \(U_t = (X_t - \theta_0)/\phi_0\) with parameters \((\alpha_0, \lambda_0)\) equals \(E(|U_t|^\lambda) = \frac{\Gamma((1 + \lambda)/\lambda_0)}{\Gamma(1/\lambda_0)} \delta_{\alpha_0,\lambda_0}^{-\frac{\lambda}{\lambda_0}} [\alpha_0^{1 + \frac{\lambda}{\lambda_0}} + (1 - \alpha_0)^{1 + \frac{\lambda}{\lambda_0}}].\) We therefore get that

\[
E(|U_t|^\lambda) \leq \frac{\Gamma((1 + \bar{\lambda})/\lambda_0)}{\Gamma(1/\lambda_0)} \delta_{\alpha_0,\lambda_0}^{-\frac{\lambda}{\lambda_0}} [\alpha_0^{1 + \frac{\lambda}{\lambda_0}} + (1 - \alpha_0)^{1 + \frac{\lambda}{\lambda_0}}],
\]

and \(E(|X_t|^\lambda) \leq n_\lambda \left[|\theta_0|^\lambda + \phi_0^{\frac{\lambda}{\lambda_0}} \frac{\Gamma((1 + \bar{\lambda})/\lambda_0)}{\Gamma(1/\lambda_0)} 2\delta_{\alpha_0,\lambda_0}^{-\frac{\lambda}{\lambda_0}} \right] < \infty,\) as desired. Applying the result of Theorem 2.5 in Newey and McFadden (1994, p 2131) I thus show that \(\hat{\beta}_T\) is consistent, i.e. \(\hat{\beta}_T \rightarrow \beta_0\).

I now show that \(\hat{\beta}_T\) is asymptotically normal with asymptotic covariance matrix \(J(\beta_0)^{-1}\), where \(J(\beta_0) = E[(\nabla_{\beta} \ln f_X(X_t|\beta_0)) [\nabla_{\beta} \ln f_X(X_t|\beta_0)]']\). In order to do so, I use the asymptotic normality result for the MLE contained in Theorem 7.1 of Newey and McFadden (1994, p. 2185).

It is important to note that the main difficulty in applying the existing asymptotic normality results lies in the fact that the objective function here is not everywhere differentiable. The first condition to be satisfied for the asymptotic normality to hold is the maximum condition (i): \(\beta_0 = \arg \max_{\beta \in B} E[\ln f_X(X_t|\beta)]\). This condition is trivially satisfied by assuming that \(X_1, \ldots, X_T\) are i.i.d. from the APD distribution with parameter \(\beta_0\) (i.e., there is no distributional misspecification). The interior condition (ii) of Theorem 7.1 is equivalent to the assumption \(\beta_0 \in \bar{B}\) (interior of \(B\)). The twice differentiability condition (iii) also holds with the \(4 \times 4\) Hessian matrix of second derivatives, \(H(\beta_0) = E[\Delta_{\beta\beta} \ln f_X(X_t|\beta_0)]\), being nonsingular. I checked the nonsingularity condition by first computing analytic expressions of the elements of \(\Delta_{\beta\beta} \ln f_X(x|\beta_0)\),
and then numerically integrating them with respect to the four-parameter APD probability density with the true parameter \( \beta_0 \). My numerical computations of \( H(\beta_0) \) have shown that for \( \beta_0 \in B = [0.01, 0.99] \times [0.5, 5] \times [-10, 10] \times [0.1, 10] \), we have \( \det(H) \neq 0 \). Due to the length of analytic expressions for different elements of \( H(\beta_0) \) I choose not to report them here. I now show that condition (iv) of Theorem 7.1 is satisfied, i.e., that \( \sqrt{\mathcal{T}} \mathcal{D}(\beta_0) \rightarrow_d N(0, J(\beta_0)) \), where \( \mathcal{D}(\beta_0) \) is a gradient of \( L_T(\beta) \) at \( \beta_0 \), i.e., \( \mathcal{D}(\beta_0) = T^{-1} \sum_{t=1}^{T} \nabla_\beta \ln f_X(x_t|\beta_0) \). For that, I use a standard Lindeberg–Levy central limit Theorem (CLT) for i.i.d. sequences (see, e.g., Theorem 5.2 in White, 2001, p. 114) for which I need to show that all the elements of the asymptotic covariance matrix \( J(\beta_0) \) are finite. Note that we have

\[
|\frac{\partial}{\partial \beta_{j_0}} \ln f_X(x_t|\beta_0)|, \text{ where the indices } 1 \leq i_0, j_0 \leq 4 \text{ are such that } \max_{1 \leq i, j \leq 4} |\frac{\partial}{\partial \beta_i} \ln f_X(x_t|\beta_0)| \cdot |\frac{\partial}{\partial \beta_j} \ln f_X(x_t|\beta_0)| = |\frac{\partial}{\partial \beta_i} \ln f_X(x_t|\beta_0)| \cdot |\frac{\partial}{\partial \beta_j} \ln f_X(x_t|\beta_0)|.
\]

Hence, by norm equivalence we know that there exist a positive constant \( c \), such that \( |[\nabla_\beta \ln f_X(x_t|\beta_0)] |[\nabla_\beta \ln f_X(x_t|\beta_0)]' | \leq c^2 \cdot |\nabla_\beta \ln f_X(x_t|\beta_0)|^2 \). Then, all the elements of \( J(\beta_0) \) are finite if

\[
E \left[ \left| \frac{\partial}{\partial \alpha} \ln f_X(x_t|\beta_0) \right|^2 \right] < \infty
\]

for \( 1 \leq i \leq 4 \): based on the results from Lemma 5, we have

\[
\left| \frac{\partial}{\partial \alpha} \ln f_X(x_t|\beta_0) \right|^2 \leq \frac{64}{\alpha_0^2(1 - \alpha_0)^2} \left[ 1 + 4.25 \lambda_0^2 [U_t]^{2\lambda_0} \right]
\]

where as previously \( U_t = (x_t - \theta_0)/\phi_0 \) denotes a standard APD random variable with parameters \( (\alpha_0, \lambda_0) \). By using (19) together with the moment inequality in (18) we then have

\[
E \left[ \left| \frac{\partial}{\partial \alpha} \ln f_X(x_t|\beta_0) \right|^2 \right] \leq \frac{64}{\alpha_0^2(1 - \alpha_0)^2} \left[ 1 + 8.5 \lambda_0^2 [\delta_{\alpha,\lambda_0}(1/\lambda_0)]^2 \right] < \infty
\]

By using the same reasoning as above, we have

\[
\left| \frac{\partial}{\partial \alpha} \ln f_X(x_t|\beta_0) \right|^2 \leq \frac{4}{\lambda_0^4} \left[ \lambda_0^2 \left( \ln \delta_{\alpha_0,\lambda_0} \right)^2 + \lambda_0^2 \left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \alpha} \right)^2 + \lambda_0^2 \left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \lambda} \right)^2 \right] + 4 \left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \alpha} \right)^2 + 4 \left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \lambda} \right)^2
\]

where

\[
\left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \alpha} \right)^2 = 4 \lambda_0^2 \left( \ln \delta_{\alpha_0,\lambda_0} \right)^2
\]

Hence

\[
\left| \frac{\partial}{\partial \alpha} \ln f_X(x_t|\beta_0) \right|^2 \leq \frac{4}{\lambda_0^4} \left[ \lambda_0^2 \left( \ln \delta_{\alpha_0,\lambda_0} \right)^2 + 4 \lambda_0^2 \left( \ln \delta_{\alpha_0,\lambda_0} \right)^2 \right] + 4 \left( \frac{\partial \delta_{\alpha_0,\lambda_0}}{\partial \lambda} \right)^2 + 16 \left[ \ln \delta_{\alpha_0,\lambda_0} \right]^2 + \left[ \ln \left( U_t \right) \right]^2 [U_t]^{2\lambda_0}
\]
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Note that \( \left[ \ln |U_1| \right]^2 \leq 2(\{U_1\}^2 + 1/\{U_1\}^2) \), so that
\[
\frac{\partial}{\partial \lambda} \ln f_X(X_i | \beta_0) \bigr|_{\lambda_0}^2 \leq \frac{4}{\lambda_0} \left[ (\ln \delta_{\alpha_0, \lambda_0})^2 + 4(\lambda_0^2 + 20)(\ln(\alpha_0(1-\alpha_0)))^2 + (\Psi(1+1/\lambda_0))^2 \right] \\
+ 32(\{U_1\}^2 + |U_1|^{2(\lambda_0-1)})
\]

Hence, by inequality (18) we have
\[
E \left[ \frac{\partial}{\partial \lambda} \ln f_X(X_i | \beta_0) \bigr|_{\lambda_0}^2 \right] \leq \frac{4}{\lambda_0} \left[ (\ln \delta_{\alpha_0, \lambda_0})^2 + 4(\lambda_0^2 + 20)(\ln(\alpha_0(1-\alpha_0)))^2 + (\Psi(1+1/\lambda_0))^2 \right] \\
+ \frac{64}{\Gamma(1/\lambda_0)} \left\{ \frac{\Gamma(3+2\lambda_0)/\lambda_0}{\delta_{\alpha_0, \lambda_0}^{2(\lambda_0+1)/\lambda_0}} + \frac{\Gamma(2\lambda_0-1)/\lambda_0}{\delta_{\alpha_0, \lambda_0}^{2(\lambda_0-1)/\lambda_0}} \right\} < \infty \quad (21)
\]

Similarly, we have
\[
E \left[ \frac{\partial}{\partial \phi} \ln f_X(X_i | \beta_0) \bigr|_{\phi_0}^2 \right] \leq \frac{4\lambda_0^2}{\phi_0^2} \frac{\{X_i - \theta_0\}^{2(\lambda_0-1)}}{\phi_0^{2\lambda_0}} = \frac{4\lambda_0^2}{\phi_0^2} \{U_1\}^{2(\lambda_0-1)}, \text{ and}
\]
\[
E \left[ \frac{\partial}{\partial \phi} \ln f_X(X_i | \beta_0) \bigr|_{\phi_0}^2 \right] \leq \frac{8\lambda_0^2}{\phi_0} \frac{\Gamma((2\lambda_0-1)/\lambda_0)}{\delta_{\alpha_0, \lambda_0}^{2(\lambda_0-1)/\lambda_0} \Gamma(1/\lambda_0)} < \infty \quad (22)
\]

Note that \( \lambda_0 \geq 1/2 \) so \( \Gamma((2\lambda_0-1)/\lambda_0) \geq 0 \), which is required for the nonsingularity of \( J(\beta_0) \)

Finally, \( \frac{\partial}{\partial \phi} \ln f_X(X_i | \beta_0) \bigr|_{\phi_0}^2 \leq \frac{2}{\phi_0} \left[ 1 + 4\lambda_0^2 \frac{\{X_i - \theta_0\}^{2\lambda_0}}{\phi_0^{2\lambda_0}} \right] = \frac{2}{\phi_0} \left[ 1 + 4\lambda_0^2 \{U_1\}^{2\lambda_0} \right] \), so that by using again the result of inequality (18) we get
\[
E \left[ \frac{\partial}{\partial \phi} \ln f_X(X_i | \beta_0) \bigr|_{\phi_0}^2 \right] \leq \frac{2}{\phi_0} \left[ 1 + 8\lambda_0^2 \frac{\Gamma((1+2\lambda_0)/\lambda_0)}{\delta_{\alpha_0, \lambda_0}^{2(\lambda_0-1)/\lambda_0} \Gamma(1/\lambda_0)} \right] < \infty \quad (23)
\]

Inequalities (20), (21), (22) and (23) imply that all the elements of \( J(\beta_0) \) are finite, therefore I can use Theorem 5.2 in White (2001, p. 114) to show that condition (iv) of Theorem 7.1 is satisfied. Finally, the stochastic differentiability condition (v) of the same theorem can be shown to hold by using the results obtained by Andrews (1994) for the special case \( \lambda_0 = 1 \) and extending them to any \( \lambda_0 > 1/2 \). I can now apply the results of Theorem 7.1 in Newey and McFadden (1994) to show that \( \sqrt{T}(\hat{\beta}_T - \beta_0) \rightarrow N(0, J(\beta_0)^{-1}) \), since in the maximum likelihood case \( H(\beta_0) = -J(\beta_0) \). This completes the proof of the asymptotic normality result of Proposition 2.

It remains to be shown that my estimator \( J_T(\hat{\beta}_T) \) of \( J(\beta_0) \) is consistent:
\[
J_T(\hat{\beta}_T) = T^{-1} \sum_{i=1}^{T} \nabla_{\beta} \ln f_X(X_i | \hat{\beta}_T)(\nabla_{\beta} \ln f_X(X_i | \hat{\beta}_T))^t \rightarrow_J J(\beta_0) \quad (24)
\]

For that, I use Theorem 4.4 in Newey and McFadden (1994). First, note that each element of the gradient \( \nabla_{\beta} \ln f_X(X_i | \beta) \) is continuous with probability one—the only point of discontinuity is at \( \theta \) and the probability of the corresponding event \( \{X_i = \theta\} \) equals zero. Hence, the only condition I
need for (24) to hold is that in some neighborhood \( \mathcal{N} \) of \( \beta_0 \) we have \( E[\sup_{\beta \in \mathcal{N}} |\nabla \ln f(X_1 | \beta)|^2] < \infty \), i.e., that \( E \left[ \sup_{\beta \in \mathcal{N}} \left| \frac{\partial}{\partial \alpha} \ln f(X_1 | \beta) \right|^2 \right] < \infty \) for \( 1 \leq i \leq 4 \). From (19) we have

\[
\left| \frac{\partial}{\partial \alpha} \ln f(X_1 | \beta) \right|^2 \leq \frac{64}{\alpha^2(1-\alpha)^2} \left\{ 1 + 4.25 \lambda^2 \frac{\phi_{2\lambda}^2}{\phi_{2\lambda}^2 \phi_{\lambda}^2} \left[ \left| U_i \right|^2 + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \right] \right\}
\]

where \( U_i = (X_i - \theta_0)/\phi_0 \) is a standard APD with shape parameters \( (\alpha_0, \lambda_0) \) and \( c_{\lambda} \) is a positive constant such that \( (x + y)^{2\lambda} \leq c_{\lambda}(x^{2\lambda} + y^{2\lambda}) \) for all \( (x, y) \in \mathbb{R}^2 \). From the moment inequality in (18) we know that \( E(\left| U_i \right|^4) \leq 2\delta_{\lambda=\lambdabar_0} \Gamma((1 + \lambda)/\lambda_0)/\Gamma(1/\lambda_0) \), so we have

\[
E \left[ \sup_{\beta \in \mathcal{N}} \left| \frac{\partial}{\partial \alpha} \ln f(X_1 | \beta) \right|^2 \right] \leq \sup_{\beta \in \mathcal{N}} \frac{64}{\alpha^2(1-\alpha)^2} \left\{ 1 + 4.25 \lambda^2 \frac{\phi_{2\lambda}^2}{\phi_{2\lambda}^2 \phi_{\lambda}^2} \left[ \left| U_i \right|^2 + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \right] \right\} < \infty
\]  

(25) 

Similarly, we have \( \left| \frac{\partial}{\partial \alpha} \ln f(X_1 | \beta) \right|^2 \leq \frac{4}{\lambda^4} \left[ (\ln \delta_{\alpha,\lambda})^2 + 4(\lambda^2 + 20)\ln(\alpha(1-\alpha))^2 + (\Psi(1 + 1/\lambda))^2 \right] + 32 \left\{ c_{\lambda-1} \phi_{\lambda-1}^2 \phi_{2\lambda}^2 \left[ \left| U_i \right|^2 + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \right] \right\} \]. Hence, by inequality (18) we have

\[
E[\sup_{\beta \in N} \left| \frac{\partial}{\partial \lambda} \ln f(X_1 | \beta) \right|^2] \leq \frac{32}{\Gamma(1/\lambda_0)} \left\{ c_{\lambda-1} \phi_{\lambda-1}^2 \phi_{2\lambda}^2 \left[ \left| U_i \right|^2 + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \right] \right\} < \infty
\]  

(26) 

Similarly, we have \( \left| \frac{\partial}{\partial \theta} \ln f(X_1 | \beta) \right|^2 \leq \frac{4\lambda^2}{\phi^2} \phi_{\lambda-1}^2 \left| U_i \right|^{2\lambda} + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \), so

\[
E \left[ \sup_{\beta \in \mathcal{N}} \left| \frac{\partial}{\partial \theta} \ln f(X_1 | \beta) \right|^2 \right] \leq \frac{4\lambda^2}{\phi^2} \phi_{\lambda-1}^2 \left\{ \left| U_i \right|^{2\lambda} + \left| \frac{\theta - \theta_0}{\phi_0} \right|^{2\lambda} \right\} < \infty
\]  

(27)
Finally, we have \( | \frac{\partial}{\partial \theta} \ln f_X(X|\beta) |^2 \leq \frac{2}{\phi^2} \left\{ 1 + 4\lambda^2 \frac{\phi^2_0}{\phi^2_\lambda} c_\lambda \left[ |U_t|^{2\lambda} + |\frac{\theta - \theta_0}{\phi_0}|^{2\lambda} \right] \right\} \), so that by using again the result of inequality (18) we get

\[
E \left[ \sup_{\beta \in \mathcal{N}} | \frac{\partial}{\partial \theta} \ln f_X(X|\beta) |^2 \right] \leq \frac{2}{\phi^2} \left\{ 1 + 4\lambda^2 \frac{\phi^2_0}{\phi^2_\lambda} c_\lambda \left[ 2 \frac{\Gamma((1 + 2\lambda)/\lambda_0)}{\delta^2_{\lambda_0,\lambda} \Gamma(1/\lambda_0)} + |\frac{\theta - \theta_0}{\phi_0}|^{2\lambda} \right] \right\} < \infty \quad (28)
\]

Inequalities (25), (26), (27) and (28) imply that \( E[\sup_{\beta \in \mathcal{N}} |\nabla \ln f_X(X|\beta)|^2] < \infty \). Hence, I can apply Theorem 4.4 in Newey and McFadden (1994) to show that \( J_T(\hat{\beta}_T) \rightarrow J(\beta_0) \). Given the nonsingularity of \( J(\beta_0) \) and the continuity of the inverse function away from zero, it follows that \( J_T(\hat{\beta}_T)^{-1} \) is consistent for \( J(\beta_0)^{-1} \), which completes the proof of Proposition 2.
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